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 This paper conducted a systematic review of Scopus-indexed publications on 

large language models (LLMs) and natural language processing (NLP) 

extracted in October 2023 to address the dearth of literature on their 

opportunities and challenges. Through bibliometric analysis, from the 1,600 

relevant documents, the study explored research productivity, revealing  

both opportunities and challenges spanning research and real-world  

applications in education, medicine, and health care, citations, and keyword 

co-occurrence networks. Results highlighted distribution patterns and 

dominant players like Google LLC and Stanford University. Opportunities 

such as technological development in generative artificial intelligence (AI), 

were contrasted with challenges such as biases and ethical concerns.  

The intellectual structure analysis revealed prominent application areas in 

health and education and also emphasized issues such as AI divide and 

human-AI partnership. Improvement on the technology performance of 

LLM and NLP remains to be a challenge. Recommendations include further 

exploration of open research problems and bibliometric studies using other 

research databases given the research bias towards Scopus-indexed English 

publications. 
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1. INTRODUCTION 

The field of artificial intelligence (AI) is increasingly permeating various sectors of society such as 

education [1], [2], health [3], [4], and finance and accounting [5]-[7] among others. The evident 

improvements in computer processors and the availability of libraries and methodologies that simplify the 

use of AI models and techniques help accelerate its popularity and reinforce the opportunities available. AI is 

an enabler in accomplishing 134 out of the 169 targets, across the 17 sustainable development goals [8], 

while AI has been shown to also inhibit 59 targets of the sustainable development goals [8]. Such cases 

exemplify how AI affects and influences the various aspects of our lives. 

Large language models’ (LLMs) role in reshaping the AI landscape cannot be overstated. These 

models, pre-trained on large numbers of data, have redefined the boundaries of what machines can achieve. 

LLMs, such as OpenAI’s GPT-3, are no longer limited to text generation but can now perform various tasks 

from language translation to content creation. 

Given the expansive applicability of LLMs and the consequent exponential increase in research and 

publications, review articles have been published to provide scientific landscapes for specific domains only, 

such as in the health sector [9], education [10], [11], medicine [12], legal informatics [13], and robotics [14]. 

Thus, this study will consider all and across domains of LLMs. It is also the case the reviews have been 
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conducted using specific research databases such as the Web of Science (WoS) [15], while we use the Scopus 

database. 

Against this backdrop, review publications have also highlighted the opportunities and challenges 

that are brought about by the utilization of LLMs in various fields [11], [16]-[19]. Opportunities include 

increased efficiency of delivery of services due to the automation of tedious and repetitive tasks, and 

descriptive and predictive analytics, to name a few. On the other hand, the use of LLMs also comes with 

challenges [13], [18], such as potential bias, misinformation, plagiarism, and other ethical concerns. 

In the study of LLMs, natural language processing (NLP), which is the study of the computational 

aspects of natural languages, was identified by Fan et al. [20] as an integral component of LLM research. 

Thus, a systematic review of NLP publications was conducted by Krasadakis, Sakkopoulos, and Verykios 

[13], but it focused on NLP challenges only and was limited to the domain of legal informatics and low-

resource languages. The review on LLMs by Fan et al. [20] particularly used publications that are listed on 

the WoS; however, the use of other research databases such as Scopus is an open area of research, which is 

the focus of this study. 

Thus, to address the gap in existing literature, we conduct a systematic review of Scopus-indexed 

publications on the use of LLM and NLP across various domains and languages, but focusing on 

opportunities and challenges, which has not been addressed by earlier work. Through this study, we identify 

the scientific landscape of existing work, as well as open research problems in the LLM and NLP research 

field through a focus on opportunities and challenges. Our methodology is based on the bibliometric 

approach of Pritchard [21], and our data analysis and visualization are anchored on the work of Hallinger and 

Kovačevic [22] as our theoretical framework. 

Bibliometric analysis is “a scientific computer-assisted review methodology that can identify core 

research or authors, as well as their relationship, by covering all the publications related to a given topic or 

field” as cited by Han et al. [23]. A bibliometric approach, as traced back to Pritchard [21], “employs 

mathematical and statistical methods in bibliometric to determine and analyze the growth and trend of a 

particular research theme” (p. 349), and many bibliometric studies have been conducted ever since, across 

various domains. Research databases such as Google Scholar [24], WoS [25], PubMed [9], and Scopus [26], 

have been used to conduct this type of quantitative approach [26], [27] and in various fields such as health 

policy and management [28], education [11], nursing [29], AI [30], agriculture [31], and educational  

research [32]. 

We describe the scientific landscape of the opportunities and challenges of the use of LLMs and 

NLP. We anchor our study on Hallinger and Kovačević [22] which presents the components of a bibliometric 

study, which are size, time, space, and composition. Size refers to both the quantity and quality of 

publications in the area which are extracted from the research database (which is presented in Table 1).  

We did not limit the time (the date of publication) or the space (the geographical distribution of the 

publications); all possible years of publication and all possible countries/territories of origin were included. 

The composition (or what is called intellectual structure) of the publications [23] includes visualizations 

using the Scopus research database function, Biblioshiny [33], and VOSviewer [34], and the identification of 

the application areas, nomenclatures, and open research areas. 

The primary objective of this study is to investigate the scientific landscape of opportunities and 

challenges in LLM and NLP using the bibliometric approach, and to provide a holistic analysis of the field, 

revealing its overall structure and dynamics. 

Specifically, the research aims: 

− to analyze the trends and patterns of Scopus-indexed publications on LLMs and NLP opportunities side-

by-side challenges by country/territory, subject area, affiliation, funding sponsor, citation, and keyword 

co-occurrence; and  

− to evaluate the patterns of Scopus-indexed publications on LLMs and NLP opportunities and challenges 

by its intellectual structure focusing on application areas, nomenclatures, and open research areas. 

 

 

2. METHOD 

This study employed a systematic literature review using the bibliometric approach for critical 

discussion, comparison, and interpretation of the analyses. This study has been anchored on the work of 

Hallinger and Kovačević [22] as our theoretical framework, with data collection from the Scopus research 

database, based on the preferred reporting items for systematic reviews and meta-analysis (PRISMA) 

procedure [35]. Then we performed data analysis and visualizations based on the work of Scopus, 

Biblioshiny [33], and VOSviewer [34], including intellectual structure or composition of the documents [23] 

using keyword co-occurrence networks [36], and the identification of application areas, nomenclatures, and 

open research areas. Details are presented in the succeeding discussions. 
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2.1.  Collection of publication data 

The PRISMA procedure was adopted [35]. The PRISMA procedure has three stages, namely, 

identification, screening, and included. At the identification phase, documents were retrieved during October 

2023 with boolean queries in the advanced search function of Scopus (as shown in Table 1). A search using 

TITLE-ABS-KEY (“large language model” OR LLM) yielded 1,600 documents after the screening and 

exclusion of non-English documents. Table 1 presents the search functions conducted to identify the 

documents on the areas of LLM, NLP, opportunities and challenges, and the resulting number of documents 

as identified by the search functions. The criteria for inclusion of documents in this study are those published 

and indexed on the Scopus research database, published on or before October 2023, and those that are written 

in English. 

Then we extracted from Scopus the metadata of these documents to comma-separated value (CSV) 

files with the corresponding number of documents. Each row in the CSV file contains the metadata of one 

document that is considered in this study, which includes the names of the authors, the title of the document, 

the abstract, the affiliation, and other pertinent information about the publication. 

 

 

Table 1. Search functions and numbers of extracted documents 
Search function Number of extracted 

documents 

TITLE-ABS-KEY (“large language model” OR LLM) 1,600 
TITLE-ABS-KEY ((“large language model” OR LLM) AND (“natural language processing” OR NLP) 

AND (promise OR opportunity OR future OR blessing)) 

96 

TITLE-ABS-KEY ((“large language model” OR LLM) AND (“natural language processing” OR NLP) 
(challenges OR problems OR concern OR curse)) 

149 

TITLE-ABS-KEY ((“large language model” OR LLM) AND (“natural language processing” OR NLP) 

AND (promise OR opportunity OR future OR blessing)) AND (challenges OR problems OR concern 
OR curse)) 

44 

 

 

2.2.  Data visualizations 

Using the Scopus function analyze-search-results, the graphs for documents by affiliation, country 

or territory, affiliation, subject area, and citation were generated and correspondingly exported into a storage 

device. Further analyses and visualizations were performed using Biblioshiny [33] and VOSviewer [34] 

using the CSV files exported from Scopus of the metadata of the documents considered in this study 

(described in the previous section). Biblioshiny [33] was used to generate the main information, and 

VOSviewer [34] was used to generate the keyword co-occurrence network. 

Keyword co-occurrence has been widely used in mapping the knowledge structure of publications in 

particular fields of study [36] and performs clustering, where keywords are automatically grouped into 

clusters which are represented by different colors if keywords co-occur in documents. The particular settings 

for each generation of the network have been included in the next section. 

 

 

3. RESULTS AND DISCUSSION 

This section contains the analyses performed and some inferences in the area of LLMs, and LLMs 

and NLP opportunities and challenges. After searching for 1,600 Scopus-indexed publications, we performed 

analyses of the 96 LLM and NLP opportunities side-by-side the 149 LLM and NLP challenges documents by 

country/territory, subject area, affiliation, funding sponsor, citation, and keyword co-occurrences. Thereafter, 

we assessed the trends and patterns of the 44 Scopus-indexed publications of the LLMs and NLP 

opportunities and challenges by its composition (or what is called intellectual structure according to Hallinger 

and Kovačević [22]) in terms of various application areas, nomenclatures, and open research areas. 

 

3.1.  LLM and NLP: opportunities side-by-side challenges 

This section discusses the trends and patterns of the 96 LLM and NLP opportunities side-by-side the 

149 on challenges (as listed in Table 1) by considering the most documents by opportunities and challenges 

respectively by country/territory as shown in Figures 1(a) and 1(b), subject area as shown in Figures 2(a) and 

2(b), affiliation as shown in Figures 3(a) and 3(b), funding sponsor as shown in Figures 4(a) and 4(b), top 10 

cited documents, and keyword co-occurrence networks as shown in Figures 5(a) and 5(b). 

We further examined the publications on LLM and NLP by looking at the distribution of documents 

by country or territory (Figure 1), focusing on opportunities and challenges, as shown in Figures 1(a) and 

1(b), respectively. The United States leads in both the opportunities and challenges for LLM and NLP, 

followed by the United Kingdom for opportunities, and China in the challenges. It can be noted that several 
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countries or territories in the top 10 are both present for the opportunities and challenges. Despite the benefits 

that AI provides to society, it also introduces an AI-divide, where low-income countries, societies, 

organizations, and/or individuals who have been alienated in the digital-divide due to the limited accessibility 

to digital devices and tools, are further alienated in the advent of AI [37]. Review publications on LLM and 

NLP fail to mention about the concept of AI-divide such as in [12], [13]. 
 

 

 
(a) 

 

 
(b) 

 

Figure 1. Documents by countries/territories of LLM and NLP (a) opportunities and (b) challenges 

 

 

We further examined the publications on LLM and NLP by looking at the distribution of documents 

by subject area (Figure 2), focusing on opportunities and challenges, as shown in Figures 2(a) and 2(b), 

respectively. For both opportunities and challenges, Computer Science dominates the subject areas with 

37.7% and 42.8% respectively, showing that publications on technology development recognize that there are 

both benefits and problems associated with the advancement of LLM and NLP; however, there is a higher 

percentage associated with the challenges. It is followed by Social Sciences with 11.9% for opportunities and 

11.8% for challenges, with almost the same percentages, revealing that these publications focus on societal 

aspects of the introduction of these technologies. The remaining subject areas show that these technologies 

are present in a variety of fields, including medicine, arts and humanities, and business, but also may present 

both opportunities and challenges. 

We looked at the distribution of documents by top 10 affiliations (Figure 3), focusing on 

opportunities and challenges, as shown in Figures 3(a) and 3(b), respectively. In the top 10 institutions of 

both LLM and NLP opportunities and challenges, the top 1 and top 2 are occupied by Google LLC and 

Stanford University, respectively. Both the top 10 on opportunities and challenges are dominated by 

Universities, but with a greater involvement of industry-related institutions in challenges than in 

opportunities (1:3 with only Google LLC in opportunities, in contrast to Google LLC, IBM research, and 
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Amazon.com, in challenges), and greater involvement of medicine-related institutions in opportunities 

(School of Clinical Medicine, and Mayo Clinic) with none in challenges. From these figures, academe and 

industry involvements are evident. 

We examined the distribution of documents by funding sponsor (Figure 4), focusing on 

opportunities and challenges, as shown in Figures 4(a) and 4(b), respectively. A health-related funding 

sponsor, the National Institutes of Health, highlighted opportunities. Various private and government 

institutions focusing on health, sciences, military, education, and culture have funded and shown interest in 

LLM and NLP for their various fields of study, highlighting both the opportunities and challenges 

encountered. 

 

 

 
(a) 

 
(b) 

 

Figure 2. Documents by subject area of LLM and NLP (a) opportunities and (b) challenges 

 

 

 
(a) 

 
(b) 

 

Figure 3. Documents by affiliation on LLM and NLP (a) opportunities and (b) challenges 

 

 

The top 10 cited documents among the 96 LLM and NLP opportunities side-by-side the 149 LLM 

and NLP challenges were analyzed. The top 10 cited documents of the publications about LLM and NLP 

opportunities obtained a total of 451 citations with the top 1 cited document [38] on detection and correction 

of spelling errors using LLMs having 102 citations. Common topics include human-AI interaction and 

collaboration (3 out of 10 or 30%), ChatGPT (3 out of 10 or 30%), and GPT-3 (2 out of 10 or 20%). Human-

AI interaction and collaboration are termed as co-author [39] and co-writing [40] between human and AI. 

These are new findings in contrast to bibliometric studies on LLM publications [10], [20] where these were 

not mentioned in their findings, except for the review paper on LLMs on human-robot interaction for 

improved performance, where the human provides intent to the robot and human actions to the environment, 
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while the robot provides feedback to the human and robot actions to the environment [14]. Domains include 

biotechnology in protein sequencing [41], spelling error detection and correction [38], clinical practice [42], 

education [43], public health [44], and code explanations [45]. Meanwhile, the top 10 cited documents 

among the 149 LLM and NLP challenges obtained a total of 266 citations with the top 1 document on code 

explanations [44] having 22 citations. These documents mainly discussed GPT (1 out of 10 or 10%) and 

ChatGPT (4 out of 10 or 40%), and focused on challenges associated with its use in the following domains: 

public health [44] and clinical practice [42], education [43], [46], [47], and coding [45]. For education,  

the specific areas include medical education [46], private learners [47], and standard admission tests [43]. 

Challenges include fake news [48], code explanations [45], and detoxifying LLMs [49]. 

 

 

 
(a) (b) 

 

Figure 4. Documents by funding sponsor of LLM and NLP (a) opportunities and (b) challenges 

 

 

The top 10 cited documents among the 96 LLM and NLP opportunities and the 149 LLM and NLP 

challenges have common documents [42]-[44], [50], and common domains, such as education, public health, 

and code explanations. Code explanations come under a field called explainable artificial intelligence (XAI) 

that hopes to transition from “black box” methods of LLMs into new approaches that enables explanation and 

interpretability [51]. This is in support of the findings of existing systematic reviews on LLMs, when  

LLM-based systems, although providing correct answers to questions, outputs “nonsensical explanations” 

and “highly misleading” [9], simply mimic human behavior like “stochastic parrots” without full 

understanding of how the answers were derived [20] and does not allow human oversight on outputs of LLM 

systems, especially in sensitive domains such as healthcare and law [15]. In contrast, explain ability has not 

been mentioned in other LLM review publications [10]. Such common documents and domains imply that 

these domains present opportunities, and also pose as challenges, and vice versa. We can also infer that both 

opportunities and challenges of LLM and NLP overall influence the political economy of AI [50]. 

We present the keyword co-occurrence networks of publications on LLM and NLP (Figure 5), 

focusing on opportunities and challenges, as shown in Figures 5(a) and 5(b), respectively. Figure 5(a) 

presents the keyword co-occurrence network generated from 96 LLM NLP opportunities using all keywords, 

minimum number of occurrences of a keyword=3, of the 839 keywords, 58 meet the threshold, has 5 clusters 

(identified by different colors), which were manually labeled as follows: LLM and NLP research (red),  

LLM and NLP tasks (green), chatbot development (blue), generative AI (yellow), and e-learning (purple). 

The red cluster, which is on LLM and NLP research, includes keywords that are opportunities for various 

application areas such as education, health care, and medical research. The green cluster highlights the 

opportunities for the further development of LLM and NLP tasks such as natural language generation, 

classification, and text processing. The blue cluster is dominated by keywords associated with deep learning, 

specifically GPT, towards the development of chatbots. The yellow cluster focuses on generative AI using 

transformer architectures. Finally, the purple cluster highlights the LLM NLP opportunities in e-learning. 

Figure 5(b) illustrates the keyword co-occurrence network, generated by VOSViewer, based on 149 

LLM NLP challenges. This network encompasses all keywords, with a minimum occurrence threshold set at 

4 out of the 1,176 total keywords. Among these, 68 keywords meet the threshold, revealing 5 distinct clusters 

represented by a different color and manually labeled as follows: chatbot development (red), AI development 

(green), LLM and NLP downstream tasks (blue); performance technology improvements (yellow); and real-

world applications (purple). The red cluster, chatbot development, though generated as a cluster in the 
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opportunity’s documents, has also been seen as an LLM NLP challenge. It includes in-contexts, and 

applications to computing education. The green cluster highlights the challenge of AI-human relationship and 

partnership. The blue cluster includes LLM and NLP downstream tasks such as named entity recognition, 

text classification, and question answering systems. The yellow cluster focuses on data to improve 

performance of training and fine tuning. The last cluster, the purple cluster, highlights the real-world 

applicability of LLM NLP applications such as areas of finance through social media data and sentiment 

analysis. These clusters offer a nuanced understanding of the diverse challenges within the LLM NLP 

domain, encompassing technical intricacies and real-world implementation concerns. 

From the keyword co-occurrence networks of LLMs and NLP opportunities as shown in  

Figure 5(a), and LLMs and NLP challenges in Figure 5(b), common clusters include technical areas of 

development on AI, Chatbots, and LLM and NLP tasks. Clusters were more specific, referring to generative 

AI in opportunities; on the other hand, for challenges, LLM and NLP downstream tasks, and technology 

performance improvements were included. These results show the dominance of the computer science 

subject area, as similarly reflected by Figures 2(a) and 2(b), for both publications on opportunities and 

challenges. What stands out in the findings is the cluster of publications in LLM and NLP challenges on  

AI-human relationship and partnership, which was not mentioned in other reviews on LLMs [9], [10], [12],  

but the proposed use of the feedback “thumbs down” button to improve the performance of LLM systems is a 

form of human-AI partnership towards better accuracy [12], [14]. 
 

 

 
(a) 

 

 
(b) 

 

Figure 5. Keyword co-occurrence network on (a) 96 LLM and NLP opportunities and  

(b) 149 LLM and NLP challenges 
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3.2.  LLMs and NLP opportunities and challenges: intellectual structure 

We analyzed the 44 documents on LLMs and NLP on both opportunities and challenges in terms of 

various application areas, nomenclatures, and open research areas. Those domains that stand out in the 

literature relate to health and education. In the area of health, LLM application areas include public health 

[44], health care [52], [53], mental health [54], dentistry [55], biomedical research [56], surgery [57], in vitro 

fertilization [53], pediatrics [58], and clinical practice [42]. In education, studies covered academia, in 

general [11], [59], [60], while some focused on higher education and research [1], engineering education 

[61], standardized admissions test [43], creative writing [62], language learning [63], and peer feedback [64]. 

Other application areas include the use of autonomous driving systems [65], law [66], finance and 

accounting [67], [68], cybersecurity [69], human resource management [70], remote sensing [71], railway 

design [72], sexuality studies [73], and programming [74]. It is interesting to note that although programming 

has been addressed as an LLM application area [74], the collaboration of human and AI towards the design 

and development of software-intensive systems has been addressed by Ahmad et al. [75], which has been 

found to improve bottomline in business applications [76]. 

While LLM applications have revolutionized various domains, there are still limitations that have 

been the focus of publications. Low-resource languages and domains perform poorly in LLM systems [77], 

necessitating the fine-tuning and contextualization of LLM systems for better performance across various 

domains, diverse languages, and different times (or temporal information). For instance, certain LLMs are 

augmented with data on specific languages to improve performance; an example is AlephBERT, which is an 

LLM for modern Hebrew [78]. This is in support of the findings and recommendation of existing systematic 

review on LLMs, that researchers should endeavor to focus on the research on LLM and NLP towards 

“specialized language models” but as applied to healthcare [9], and to education [11]. To add,  

ambiguity is a big issue in NLP, and temporal information allows resolution of word sense ambiguity [79].  

LLM applications handle various modes of data, such as text, audio, image, and video, or collectively called 

multi-modal data [55], [80]. 

Prompt engineering is also one area that can either limit or expand the capabilities of the LLM 

application [81]-[84]. Other studies have proposed the use of AI to detect AI-generated texts, which could be 

a useful tool for various domains [59], [85]. This confirms the findings in a review paper on LLMs as applied 

to medicine and education [10], [11]. 

In terms of nomenclature, the 44 documents on LLMs and NLP opportunities and challenges used 

the following terms for “challenges” in various forms and degrees: challenges [55], [19], concerns [11], 

pitfalls [56], and threats [85], to name a few. The challenges mentioned in these documents include: fair use 

[11], infodemic or misinformation or fake information [44], [56], data privacy [55], [60], data quality [55], 

trust [19], security [66], bias [11], [55], [50], explain ability [58], replicability and transparency, beneficence 

considerations [60], and ethics [61]. It is interesting to note that explain ability is a LLM and NLP challenge 

that was not mentioned in the bibliometric study on LLM reviews [12], [20]. 

Other concerns that have been raised by literature on the role of AI research and development side 

of using LLMs on the political economy includes: environmental footprints, and future social effects [50] 

towards ethical and responsible development and deployment [54], such as the commodification of LLMs as 

evidenced by paid API access and usage, and the continuous divide between those with and without access to 

computing resources [50]. Although the AI divide becomes wider, LLM applications are also perceived as 

enablers towards inclusivity of particular sectors of society such as an e-mail writing assistant for adults with 

dyslexia [86]. 

In summary, LLM and NLP opportunities are also its challenges, and vice versa. Challenges present 

opportunities for new research; with new opportunities and the capability to advance society, there also come 

challenges with ethical and social ramifications. As rightly expressed by Chen and Lin [87], AI is a “double-

edged sword”; as opportunities abound for the use of AI in our everyday life, challenges also abound. 

 

 

4. CONCLUSIONS 

In our work, we present the scientific landscape of the Scopus-indexed documents of LLMs and 

NLP and opportunities and challenges using the bibliometric approach. We analyzed the trends and patterns 

of Scopus-indexed publications on LLMs and NLP opportunities side-by-side challenges by country/territory, 

subject area, affiliation, funding sponsor, citation, and keyword co-occurrence; and evaluated the patterns of 

Scopus-indexed publications on LLMs and NLP opportunities and challenges by its intellectual structure 

focusing on application areas, nomenclatures, and open research areas. In the analysis on publications on 

LLMs and NLP opportunities side-by-side challenges by country/territory, the study confirms a widening  

AI-divide among countries, societies, organizations, and individuals, who have been alienated in the  

digital-divide due to limited accessibility to digital devices and tools. This study laid out this new research 

area in contrast to the bibliometric study on LLM publications [20]. 
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In the subject area analysis in opportunities side-by-side challenges, we observe a dominance of the 

computer science subject area, which shows the technological development and consequent publication of 

technological advancement, and the social science subject area, which reveals the crucial discourse on 

societal issues and concerns within these technological advancements. In the affiliation analysis, it is 

observed that academe and industry involvement as affiliation of authors is a very important component in 

the advancement of research. In the funding sponsor analysis, publications on opportunities and challenges 

cut across various private and government institutions, focusing on various areas. In the citation analysis of 

the top 10 cited documents, common domains include those in education, public health, and code 

explanations, implying that these domains present opportunities and also pose challenges, and vice versa.  

In the keyword co-occurrence networks, common clusters include technical areas of development on AI, 

Chatbots, and LLM and NLP tasks, and the further improvement of technology performance as a very 

important challenge. Similar to the subject area analysis, the keyword co-occurrence results show the 

dominance of the computer science subject area for publications on opportunities and challenges. 

We also recommend the exploration of open research problems as identified in this study. In the 

technology aspect, open problems include more effective approaches towards better performance of LLMs 

and NLP. On the social science side, topics include human-AI relationship, partnership, and collaboration, 

and topics covered by ethical AI such as explainable AI, inclusivity, and the widening AI-divide. We must 

come up with AI solutions in the detection of unethical uses of AI-generated outputs. This study has 

discovered these new research areas in contrast to other bibliometric studies on LLM publications.  

Both opportunities and challenges must be addressed in research. Note that this study is particularly biased 

towards Scopus-indexed publications, and those that are written in English. Thus, we recommend exploration 

of scientific landscapes using other research databases, such as Google Scholar and WoS, or a combination of 

these research databases. We also recognize that due to the specific focus of our study on opportunities and 

challenges, we have considered here a relatively small number of documents (46, 149, and 44), in contrast to 

other review papers that considered thousands of publications. Overall, publications on LLM and NLP 

opportunities and challenges reveal that opportunities present new challenges, while new challenges become 

opportunities, much like a double-edged sword. 
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