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 The financial market hold a significant role in the economy and the ability to 

accurately predict stock prices poses a major challenge, particularly in 

volatile markets like Indonesia. This study investigates the application of 

three supervised machine learning algorithms: random forest (RF), support 

vector regression (SVR), K-nearest neighbor (KNN) to predict the closing 

prices of stocks. The data used in this research consists of BBCA, PWON, 

and TOWR stocks. This study adopted daily historical stock prices from 

March 2017 to February 2020, which were normalized and segmented into 

training and testing datasets. The models were trained using machine 

learning techniques, and their predictive accuracy was evaluated using root 

mean square error (RMSE) and mean absolute error (MAE). The historical 

stock data includes Open, High, Low, and Close prices. The result indicated 

that SVR consistently outperforms RF and KNN in terms of RMSE and 

MAE across different stocks. The SVR method produced RMSE values of 

4.79% for BBCA stock, 10.61% for PWON stock, and 15.14% for TOWR 

stock, and produces MAE values of 3.52% for BBCA stock, 8.49% for 

PWON stock, and 13.78% for TOWR stock. 
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1. INTRODUCTION 

The welfare of any growing nation, economy, or community in the 21st century primarily rests over 

their stock price and market economy, by the financial market serving as the key pillar [1], [2]. Financial 

markets remain unquestionably foremost among the most exhilarating inventions of recent years. Getting 

precise forecasts for financial future time series recently remains a challenging undertaking for numerous 

scholars [3]-[5], especially owing to the presence of nonlinear, irregular, and unpredictable nature [6]. By the 

advent of quantitative financial management, accurate forecasts of stock price shifts are essential for 

investment approaches, which has captured the considerable enthusiasm from companies and scholars. 

Despite machine learning models are frequently used in emerging markets, a significant gap exists in 

understanding their effectiveness, particularly in volatile regions like Indonesia. This study addresses to 

bridge that gap by comparing the performance of three machine learning models: random forest (RF), support 

vector regression (SVR), and K-nearest neighbor (KNN) within the Indonesian stock market context.  

Forecasting stock prices in emerging markets such as Indonesia be a difficult issue due to inherent 

volatility, nonlinear behavior, and the influence of various economic, political, and psychological factors. 

https://creativecommons.org/licenses/by-sa/4.0/
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Traditional statistical models often struggle to account for these complexities, leading to inaccurate 

predictions and potential financial losses [7], [8]. In the context of the Indonesian stock market, prevalent 

literature indicates that stock prices are influenced by various factors including political issues, economic 

conditions, commodity price indexes, investor expectations, shifts in different stock markets, and investor 

psychology [9]. These multifaceted influences contribute to the complexity of accurately forecasting stock 

price movements. Consequently, there is a need for machine learning methods that are capable of modelling 

and analyzing these intricate patterns. The significance of stock classification is often reflected in high market 

capitalization, and various technical metrics are available to derive insights from stock price data [10]. 

Commonly, stock index deals are derived from stocks prices with heavy market investments and 

these indices frequently will provide a forecast of the status of the economy of each nation. For instance, 

several literature evidence that the economic development in many nations has been significantly affected by 

the capitalization of their stock markets [11]. However, shifts in stock prices exhibit vague properties, which 

puts investments at risk for investors. Additionally, it is challenging to identify the market’s status with 

respect to governments. In fact, stock prices are inherently volatile, nonlinear, and unpredictable. Hence, this 

frequently leads to underperformance in statistical forecasting models and failure to forecast values and shifts 

accurately [12], [13]. This challenge underscores the need to explore stronger and more adaptive forecasting 

methods. 

The Indonesian stock market is renowned for its volatility, with prices changes frequently by the 

previous day’s closing price. These circumstances make it difficult for traditional time series forecasting 

approaches, which depend on stable trends to perform. Over the short timeframe, the market performs 

likewise to the voting tool, but over the more prolonged timeframe, it is behaviorally similar to the weighing 

tool and therefore a scope exists for forecasting the market shifts for an extended period [14]. Machine 

learning has become the foremost influential instrument encompassing distinct algorithms for efficiently 

evolving their version on a specific issue. Machine learning is widely recognized as having noteworthy 

powers in recognizing accurate information and capturing trends from data sets [15]. In this study, three 

supervised machine learning algorithms: RF, SVR, and K-NN are employed to forecast the closing prices of 

stocks in the Indonesian market. These models utilize a newly created set of variables derived from financial 

datasets, including open, close, low, and high prices for specific enterprises. These indicators are selected to 

enhance the models’ precision in forecasting the following day’s closing prices. 

Among all non-parametric models, KNN is a popular approach and broadly implemented in 

numerous prediction [16]-[18]. In this strategy, the number of nearest neighbors (K) determines the model’s 

ability to capture relationships within the data, with the root mean square error (RMSE) serving as a key 

metric for performance evaluation. Thus, the nearest neighbors model presents the points of data with low 

RMSE and large resemblance. This approach provides excellent predictive power for both multidimensional 

and imperfect data. K-NNs approach is ideal for forecasting against the stock market [19], [20]. Furthermore, 

SVR is also one of the machine learning algorithms that considerably applied for forecasting both the values 

of stock market indices and stock price [21]. A number of studies have offered to utilize RF for the purpose 

of prediction. RF is a commonly used ensemble technique that performs the task of classification and 

regression. This instrument works by building several judgment trees in training time that produces the 

average regression from the single judgement trees [22].  

Previous studies using various machine learning models to investigate stock price prediction. 

Henrique et al. predict stock prices for large and small capitalizations in three different markets using SVR 

[23]. Zheng et al. [24] employed RF for analyze and forecast the US Stock Market using optimal parameters. 

Furthermore, Sarala and Bhushan predict the stock price using KNN approach with a probabilistic method 

[25]. Unlike previous research that have predominantly focused on developed markets or single-model 

approaches, this study uses various machine learning methods on daily historical data to compare three stocks 

data in Indonesia, which is an emerging country and has high volatility. This study provides new insights for 

investors, particularly in emerging economies like Indonesia, regarding the use of machine learning to predict 

stock prices and effectively adapt to such conditions. 

The effectiveness of these models is evaluated using two key metrics: RMSE and mean absolute 

error (MAE). RMSE is defined as the average value of the sum of squared errors that can be utilized to 

measure the magnitude of the error value in a model. MAE is the average value of the absolute difference 

between predicted and actual data to measure the magnitude of a model error without considering its 

direction. A model is accurate if it has lower RMSE and MAE values. This research utilizes daily historical 

data from IDX30 stocks for analysis. This study contributes to advancement of financial forecasting using 

machine learning. The following sections of this paper are organized as follows: the method section describes 

data historical stock price data collection, data preprocessing, model construction and justification, and 

performance evaluation. The results and discussion section describe the findings, comparing SVR, RF, and KNN 

performance of each model in the Indonesian market. Finally, the conclusion highlights the findings and study’s 

contributions to the field and suggests directions for future research. 
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2. METHOD 

Figure 1 shows the research step. This study utilized daily historical stock prices from March 2017 

to February 2020. The research collecting historical stock price data, which is subsequently normalized and 

divided into training and testing datasets. Machine learning is employed on the training data to train the 

model. Subsequently, a predictive model is constructed using RF, SVR, and KNN. The testing data is then 

evaluated using each method to obtain prediction results. The predictive outcomes are compared with the 

actual results, and accuracy is calculated using RMSE and MAE. After obtaining the accuracy results for 

each method, a comparison is made to determine the best predictive model. 

 

 

 
 

Figure 1. Research step 

 

 

2.1.  Historical stock price data collection 

This study utilized a dataset comprising daily historical stock data totaling 725 samples, including 

three IDX30 stocks: PT. Bank Central Asia Tbk (BBCA), PT. Pakuwon Jati Tbk (PWON), and PT. Sarana 

Menara Nusantara Tbk (TOWR). The dataset includes key variables such as Open, High, Low, and Close 

prices with each variable representing specific aspects of daily stock transactions. ‘Open’ refers to the price 

at the beginning of the transaction activity, ‘High’ and ‘Low’ indicate the highest and lowest prices during 

the transaction activity on a given day, and ‘Close’ is defined as the last appearing stock price before the 

market closes as shown in Figure 2. The data was sourced from investing.com website, ensuring a reliable 

and comprehensive dataset for analysis. This study incorporated a dataset of historical daily stocks, in which 

the Open, High, and Low price were labelled as independent variables, whereas the Close price was the 

dependent variable. The data analysis, illustrated in Figure 2(a), demonstrates that BBCA exhibits a relatively 

stable stock fluctuation, demonstrating a bullish trend over time, as opposed to PWON in Figure 2(b), and 

TOWR in Figure 2(c). 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 2. Stock price trends: (a) BBCA, (b) PWON, and (c) TOWR 
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2.2.  Data preprocessing 

Historical stock data frequently manifests non-linear characteristics. In this context, to minimize the 

error rate of the forecast output, data normalization is necessary. Normalization is a crucial preprocessing 

step to ensure the comparability of variables. This study employed z-score normalization to standardize the 

data, ensuring all variables are on a comparable scale. Z-score normalization was selected because it is less 

sensitive to outliers and better suited for algorithms like SVR, which assume that the data is normally 

distributed. The z-score normalization as shown in (1): 

 

𝑝𝑖
∗ =

𝑝𝑖−𝜇𝑝

𝜎𝑝
 (1) 

 

where 𝑝𝑖  represents the observed value, 𝜇𝑝 denotes the mean of variable, and 𝜎𝑝 represents the standard 

deviation. This process is applied uniformly to the open, high, low, and close prices across all selected stocks. 

The normalized data was then split into training and testing sets based on the chronological order of the 

transaction period. The training data included 705 samples from March 1, 2017 to January 31, 2020. The 

testing data comprised 20 samples from February 2020, intended to evaluate the predictive model by 

comparing the predicted outputs with the actual values to calculate the error rate. 

 

2.3.  Model construction and justification 

This research employed three machine learning algorithms to generate forecasting models: RF, 

SVR, KNN regression. These models were selected because they offer a balance between complexity and 

interpretability, making them ideal for analyzing the volatile and multifaceted nature of the Indonesian stock 

market. 

 

2.3.1. Random forest 

RF displays numerous growing trees forming a forest, where each tree is built using a random subset 

of the data and features, providing robust predictions through the aggregation of multiple models. By 

averaging each tree’s output, this ensemble technique improves prediction accuracy while lowering the 

variance often seen in single decision trees [18]. Furthermore, the prediction outcomes from each regression 

tree are averaged, producing the RF prediction output. The RF algorithm uses bootstrapping or random 

resampling of data to generate 𝑛 bootstrap samples, each used to construct a regression tree. The predicted 

values generated by the RF approach can be expressed through (2) where 𝑦𝑖  is the output of the prediction 

from the 𝑖𝑡ℎ regression tree and 𝐵 is the number of regression trees. 
 

𝑦 =
1

𝐵
∑ 𝑦𝑖

𝐵
𝑖=1  (2) 

 

2.3.2. Support vector regression 

SVR is an approach stemming from support vector machines (SVM) used to regression problems. 

This approach generates real or continuous-valued outputs with the aim of finding a function as a separating 

line (hyperplane) in the form of a regression function, implementing the concept of 𝜀-insensitive area. The 

error tolerance between predicted values and actual data can be specified by a value of 𝜀. SVR has proven to 

deliver excellent performance as it addresses the issue of overfitting in data [26]. This method mechanism 

involves seeking the maximum distance between two classes to obtain the optimal hyperplane that separates 

the two classes [27]. In this context, the linear model to be used as the regression function in SVM to 

determine the hyperplane has a general form, as outlined in (3) where 𝑥∗ as the vector of independent 

variables in the training data, 𝑤𝑇  as the weight parameters in the model, ∅(𝑥∗) as the feature transformation 

function on the training data, and 𝑏 as a bias term (in the form of a constant). 
 

𝑓(𝑥∗) = 𝑤𝑇∅(𝑥∗) + 𝑏  (3) 
 

2.3.3. K-nearest neighbor regression 

KNN is one of the approaches used for predictive analysis on a dataset based on training data 

extracted from its 𝑘 nearest neighbors within the dataset. These nearest neighbors are used to predict the 

response variable values for test examples. The hyperparameter 𝑘 determines how many neighbors are 

included when predicting values for the testing data. The best value for 𝑘 can be determined by parameter 

optimization. One common method for measuring the proximity or distance between neighbors is the 

Euclidean distance, calculated as shown in (4) where 𝑑(𝑥, 𝑥∗) as Euclidean distance, where 𝑥𝑖 and 𝑥𝑖
∗ as the 

independent variable of the testing and training data points, respectively.  
 

𝑑(𝑥, 𝑥∗) = √(∑ (𝑥𝑖 − 𝑥𝑖
∗)2)𝑛

𝑖=1         (4) 
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2.4.  Performance evaluation 

2.4.1. Root mean squared error (RMSE) 

The RMSE is employed to assess the error estimation of the performance generated by the RF, SVR, 

and KNN algorithms. In addition, these estimations are compared, the magnitude of errors produced in 

comparison to the actual data is calculated. A lower RMSE value shows higher accuracy in the model’s 

estimations. RMSE measures the extent to which the predicted values from a model approximate the actual 

values, and a lower value indicates that the model predictions are more accurate. The RMSE can be expresses 

using (5) where 𝑦𝑖
∗ represents the actual value in the 𝑖𝑡ℎ data point, 𝑦𝑖  represents the predicted value in the 𝑖𝑡ℎ 

data point, 𝑖 is the variable of the 𝑖𝑡ℎ data point, and 𝑛 is the total number of data samples. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖

∗ − 𝑦𝑖)2𝑛
𝑖=1  (5) 

 

2.4.2. Mean absolute error 

MAE is an approach used to measure the accuracy level of a predictive model. It represents the 

average absolute error between the predicted values generated by the RF, SVR, and KNN and the actual 

values. A lower MAE indicates higher accuracy in the predictive model. MAE can be computed utilizing (6) 

𝑦𝑖
∗ represents the actual value in the 𝑖𝑡ℎ data point, 𝑦𝑖  represents the predicted value in the 𝑖𝑡ℎ data point, 𝑖 is 

the variable of the 𝑖𝑡ℎ data point, and 𝑛 is the total number of data samples. 

 

𝑀𝐴𝐸 =
1

𝑛
 ∑ |𝑦𝑖

∗ − 𝑦𝑖|𝑛
𝑖=1  (6) 

 

 

3. RESULTS AND DISCUSSION 

RF, SVR, and KNN were employed to forecast the stock price trends of three IDX30 stocks: BBCA, 

PWON, and TOWR. Subsequently, the forecasted prices obtained from the three methods were compared 

with the actual data. Based on the results obtained from the simulation using the RStudio application, the first 

output comprises the closing stock price predictions generated on the testing data in Tables 1-3. Table 1 

shows the predicted outcomes for BBCA stock, Table 2 for PWON stock, and Table 3 for TOWR stock. 

 

 

Table 1. Predicted outcomes of RF, SVR, and KNN on BBCA stock 

No Date Actual price 
Forecasting price 

RF SVR KNN 

1 03/02/2020 32.200,00 32.679,65 32.325,43 31.940,00 
2 04/02/2020 33.000,00 33.062,90 32.774,71 33.295,00 

3 05/02/2020 33.650,00 33.358,59 33.443,98 33.690,00 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
20 28/02/2020 31.450,00 30.654,58 30.744,45 30.725,00 

 

 

Table 2. Predicted outcomes of RF, SVR, and KNN on PWON stock 

No Date Actual price 
Forecasting price 

RF SVR KNN 

1 03/02/2020 510,0000 514,1742 521,1901 515,0000 
2 04/02/2020 525,0000 514,1742 521,1901 515,0000 

3 05/02/2020 525,0000 518,0602 519,0761 522,5000 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
20 28/02/2020 530,0000 526,5120 524,1113 525,7143 

 

 

Table 3. Predicted outcomes of RF, SVR, and KNN on TOWR stock 

No Date Actual price 
Forecasting price 

RF SVR KNN 

1 03/02/2020 830,0000 837,6766 834,9473 837,6000 

2 04/02/2020 850,0000 834,4189 833,9166 830,1429 
3 05/02/2020 855,0000 846,8633 846,5214 847,4000 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
20 28/02/2020 805,0000 805,4791 795,6247 804,6667 
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The second result was a graphical representation of the stock price according to the testing data 

generated from the prediction results of the closing stock price. In Figure 3 the black line represented the 

trend formed based on actual data, the green line illustrated the trend based on the RF approach, the blue line 

indicated the trend according to SVR, and the red line denoted the trend based on the KNN. The stock price 

comparison of BBCA, PWON, and TOWR were sequentially depicted in Figures 3(a)-3(c). In evaluating the 

performance of the prediction models, RMSE and MAE were calculated. A model was more accurate if it 

had lower RMSE and MAE values compared to other models. Table 4 represented that the lowest RMSE 

values for BBCA, PWON, and TWOR were obtained when utilizing the SVR method. Similarly, the 

calculation of MAE values in Table 5, the lowest results were obtained when using the SVR approach. 

 

 

  
(a) (b) 

 

 
(c) 

 

Figure 3. Comparison of trend predictions: (a) BBCA, (b) PWON, and (c) TWOR stocks 

 

 

Table 4. Comparison of RMSE values 

Algorithm 
Forecasting price 

BBCA PWON TOWR 

SVR 0.047935 0.106091 0.151406 
RF 0.068012 0.120757 0.209977 

KNN 0.069811 0.125458 0.238498 

 

 

Table 5. Comparison of MAE values 

Algorithm 
Forecasting price 

BBCA PWON TOWR 

SVR 0.035155 0.084895 0.137808 

RF 0.053465 0.101737 0.176353 

KNN 0.052128 0.103811 0.175157 

 

 

The comparison of RMSE values between the RF, SVR, and KNN methods was given in Figure 4. 

The SVR method generated RMSE values of 4.79% for BBCA stocks, 10.61% for PWON stocks, and 

15.14% for TOWR stocks. Meanwhile, the RF approach produced an RMSE value of 6.80% for BBCA 

shares, 12.08% for PWON shares, and 21% for TOWR shares. Furthermore, the KNN approach generated 

RMSE values of 6.98% for BBCA stocks, 12.55% for PWON stocks, and 23.85% for TOWR stocks. These 

RMSE values provided a quantitative measurement of forecast accuracy for each method on each stock. 

RMSE represented the extent to which the predicted values deviated from the actual values. Lower RMSE 

values typically represented a closer match between predicted and actual values. In Figure 4, it can be noticed 

that the SVR algorithm provided the best forecast outcomes compared to RF and KNN from the RMSE value.  

The comparison of MAE values among the RF, SVR, and KNN method was illustrated in Figure 5. 

The SVR method resulted MAE values of 3.52% for BBCA stock, 8.49% for PWON stock, and 13.78% for 
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TOWR stock. In contrast, the RF approach generated MAE values of 5.35% for BBCA stock, 10.17% for 

PWON stock, and 17.64% for TOWR stock. Additionally, the KNN method resulted in MAE values of 

5.21% for BBCA stock, 10.38% for PWON stock, and 17.52% for TOWR stock. MAE was a metric that 

measures the average magnitude of errors between predicted and actual values. The lower MAE values 

demonstrated a better fit and higher accuracy in the predictions made by the respective methods. In Figure 5, 

it can be observed that the SVR algorithm yielded the best prediction outputs compared to RF and KNN from 

MAE values. 
 
 

 
 

Figure 4. Comparison graph of RMSE values 
 
 

 
 

Figure 5. Comparison graph of MAE values 
 

 

The results indicate that the SVR model performed better in predicting stock prices than RF and 

KNN for all three of the evaluated equities, as seen by the smaller RMSE and MAE values. The better 

performance of the SVR model is consistent with previous research that indicates SVR can effectively 

capture intricate, non-linear relationships in financial data, especially in highly volatile markets [28]. The 

lower error rates associated with SVR can be attributed to its ability to model the data with an appropriate 

kernel function, optimizing the hyperparameters to suit the specific characteristics of the stock market being 

analyzed. This is particularly relevant in the context of the Indonesian stock market, where volatility and 

rapid changes in stock prices are common. The performance of RF, while strong, was slightly lower than 

SVR, likely due to its sensitivity to the depth and number of trees used in the ensemble, which may not have 

been optimized for the particular data patterns in this study. However, KNN’s lower performance may be due 

to its reliance on local data points, which might not capture broader market trends as effectively as the other 

models. This study’s finding was consistent with previous research that highlight the efficacy of SVR in 

stock price forecasting [29]. However, it’s crucial to recognize that Indonesia has unique market 

circumstances, such greater volatility and less market maturity, which make these results particularly 

valuable. Studies conducted in more stable markets may find that model such as RF outperform SVR. 

Nevertheless, in the Indonesian context amplifies the benefits of non-linear, kernel-based approaches like 

SVR are more advantageous. This implies that even while SVR’s superiority has been well studied, its use in 

emerging markets provides additional insights into its robustness under different economic conditions. This 

study limited the findings’ generalizability by concentrating just on the Indonesian stock market, even if it 

offered insightful information. Future research should investigate the use of these models in other developing 

economies and throughout various time periods to validate the generalizability of these findings. 
 

 

4. CONCLUSION 

This research investigated the comparison of three approaches for forecasting stock price trends 

including RF, SVR, and KNN within the volatile Indonesian market. The analysis utilized daily historical 

stock data from three IDX30-listed companies: PT. Bank Central Asia Tbk (BBCA), PT. Pakuwon Jati Tbk 

(PWON), and PT. Sarana Menara Nusantara Tbk (TOWR). The evaluation metrics employed were RMSE 

and MAE. The findings revealed that the SVR method achieves the best performance, showed lower RMSE 

and MAE values than those of RF and KNN. These results suggest that SVR effective to capture complex 
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and non-linear relationships. The study addresses a gap in the literature by focusing on an emerging market, 

offering new insights into the applicability of machine learning models beyond developed markets. The 

implications extend to investors and financial analysts, who may benefit from integrating non-linear, kernel-

based approaches like SVR into their predictive strategies. Future studies should investigate similar models 

in more emerging markets, improve model parameters, and consider additional financial indicators to 

enhance predictive accuracy. This study contributes to the scholarly discourse on machine learning in 

financial forecasting and offers pragmatic instruments to enhance investment strategies in emerging markets. 
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