
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 36, No. 3, December 2024, pp. 1827~1835 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v36.i3.pp1827-1835      1827 

 

Journal homepage: http://ijeecs.iaescore.com 

High-resolution aerial monitoring using DL for identifying 

abnormal activity based on visual patterns in drone videos 

 

 

Mukesh Kumar Tripathi1, Chellapilla V. K. N. S. N. Moorthy2, Sandeep Kadam3, Chaitali Shewale4, 

Priya Shelke4, Pravin R. Futane4 

1Department of Computer Science and Engineering, Vardhaman College of Engineering, Hyderabad, India 
2Department of Mechanical Engineering, Vasavi College of Engineering, Hyderabad, India 

3Department of Computer Engineering, Keystone School of Engineering, Pune, India 
4Department of Information Technology, Vishwakarma Institute of Information Technology, Pune, India 

 

 

Article Info  ABSTRACT 

Article history: 

Received Feb 16, 2024 

Revised Aug 8, 2024 

Accepted Sep 2, 2024 

 

 Unmanned aerial vehicles (UAVs) and sophisticated deep learning (DL) 

models have made the application of artificial intelligence (AI) more 

popular. This has resulted in an increase in the number of attempts to 

improve high-resolution aerial monitoring using DL for identifying 

abnormal activity based on visual patterns in drone videos. The study 

introduces a one-class support vector machine (OC-SVM) oddity locator for 

low-altitude, limited-scope UAVs used for ethereal video surveillance. The 

primary goal is to improve UAV-based observation capabilities by 

identifying areas or things of interest without prior knowledge, hence 

improving tasks like queue control, vehicle following, and hazardous 

product identification. The framework makes use of OC-SVM because of its 

quick and lightweight setup, making it suitable for continuous operation on 

low-computational UAVs. It empowers the identification of several 

peculiarities necessary for low-elevation reconnaissance by using textural 

characteristics to recognise both large-scale and tiny structures. Examine the 

UAV mosaicking and change location (UMCD) dataset to demonstrate the 

effectiveness of the framework, which achieves excellent accuracy and 

outperforms traditional methods by about one fifth in a variety of metrics. 

The suggested model compares with current methods, demonstrating 

superior accuracy and performance in recognition of peculiarities. 

Evaluation metrics include F1-score, review, exactness, and accuracy. The 

model demonstrates that it always encounters an oddity with a review 

compromise of up to seven on ten, achieving complete accuracy. 
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1. INTRODUCTION 

The rising usage of unmanned aerial vehicles (UAVs) or drones accentuates their portability and 

adaptability in different applications. Late headways have prompted the improvement of models that 

empower UAVs to handle constant insight, either freely or with the backing of a GPU-empowered ground 

station or wired PC. This capacity considers unassuming thinking in lightweight frameworks, upgrading the 

UAVs’ capacity to adjust to dynamic conditions and tasks [1]-[3]. In addition, the joining of continuous 

knowledge empowers UAVs to follow occasions and give portrayals progressively. This usefulness is 

valuable in circumstances where human administrators might confront possible dangers. By recommending 

https://creativecommons.org/licenses/by-sa/4.0/
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assessed ideal orders for activity, UAVs can act as allies to human administrators, improving situational 

mindfulness and supporting dynamic cycles. Generally speaking, the development of UAVs outfitted with 

constant knowledge capacities addresses a critical progression in advanced mechanics innovation, with 

expected applications across different businesses, including reconnaissance, search and salvage, ecological 

checking, and foundation examination [4]-[6]. 

The section highlights the rising pervasiveness of visual reconnaissance, principally using shut 

circuit TV (CCTV), intending to security concerns worldwide. As crime percentages rise, the reception of 

CCTV innovation has become typical in current life, particularly in areas requiring uplifted security measures 

[7]. In any case, successfully distinguishing irregularities or objects of interest from the broad volume of 

observation recordings represents a critical test. Ongoing headways in research have prompted the 

improvement of a different exhibit of present-day approaches for irregularity location (promotion) in 

observation films [8]. These methodologies are essential for improving safety efforts and distinguishing and 

anticipating mishaps, blockage, and different anomalies. Furthermore, promotion strategies can give 

significant factual bits of knowledge into street traffic status and other observed conditions. Thus, different 

PC vision-driven investigations and difficulties have been directed to address these requirements, including 

traffic checking, movement acknowledgment, crisis the board, human conduct examination, occasion 

discovery, and that’s only the tip of the iceberg. These undertakings expect to use PC vision innovations to 

work on the productivity and exactness of inconsistency recognition frameworks, reinforcing general security 

and situational mindfulness across different spaces [9], [10]. 

The passage gives a clever outline of promotion inside the more extensive area of conduct getting it. 

It characterizes oddities as surprising, strange, sporadic, or eccentric occasions or things that stray from 

standard examples or datasets. These irregularities are set subordinate and contrast from winning examples 

inside the peculiarity of interest [11], [12]. In different spaces, for example, public security, wellbeing, sports 

examination, bunch movement checking, and visual observation, robotized promotion assumes a basic part. 

Computerized observation frameworks are valuable in clogged conditions as they can foresee phenomenal 

and complex circumstances, helping with pursuing reasonable well-being and crisis control choices.  

The section features the significance of observation procedures in testing and swarmed conditions like political 

conventions, occupied roads, air terminals, shopping centers, public festivals, and train stations. By recognizing 

and overseeing swarms, these reconnaissance methods add to public security and well-being and accomplish 

measurable targets. Coordinating computerized promotion inside reconnaissance frameworks improves 

situational mindfulness and supports proactive dynamics in different genuine world scenarios [13], [14]. 

The diagrams of the strategy and difficulties related to abnormality identification (promotion) 

models are grounded in conduct portrayal. Promotion models remove significant elements from observation 

information, like optical stream, spatiotemporal volume, shape, and direction [15]. These highlights act as 

contributions to the recognition cycle. Different methodologies, including principal component analysis 

(PCA), support vector machine (SVM), k-nearest neighbor (k-NN) calculation, and relationship examination, 

are utilized to use the extricated conduct highlights for abnormality identification. The essential goal of these 

structures is to identify peculiarities utilizing static and time-variation frameworks. Extra strategies like 

sliding windows (SWs) are incorporated with the methodologies above to address dynamic and time-

variation oddities. Even with these endeavors, existing frameworks need assistance to catch time-variation 

model elements adequately, causing trouble describing strange contexts [16], [17]. The use of visual 

surveillance alongside cameras for security applications is becoming more expected with the ascent of 

wrongdoing all over the planet. Likewise, it has turned into a perceived piece of present-day life. CCTV is 

used for video surveillance in places that expect to be gotten. Consequently, successfully deciding potential 

oddities or objects of interest from many reconnaissance recordings has become arduous [18]. 

Dasariraju et al. [19] present a continuous group promotion framework using a convolutional long 

short-term memory (Conv-LSTM) organization. The methodology uses deep learning (DL) procedures to 

foresee rough exercises and continuously prepare partners for such events. The Conv-LSTM network is 

explicitly utilized to catch video outlines and recognize horrific acts inside the group. The framework 

proposed in the review shows further developed precision and speed contrasted with past techniques. Even 

with these headways, the framework’s exactness should be improved by the intricacy of characterizing 

individual or gathering exercises precisely. This recommends that while Conv-LSTM networks offer 

promising capacities for continuous promotion in packed scenes, further refinement and enhancement might 

be essential to address the difficulties related to distinguishing and ordering different exercises inside the 

group. The review adds to the exploration of using profound learning procedures for constant group 

peculiarity recognition, featuring both the headway made and the continuous difficulties in accomplishing 

high precision in complex genuine world scenarios [20], [21]. 

While progress has been made in promotion models using conduct portrayal, difficulties, such as 

catching time-variation elements and tending to impediment issues, continue to happen. Further examination 
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and progressions in artificial intelligence (AI) methods are essential to defeat these impediments and improve 

abnormality identification abilities in observation frameworks. The excess piece of this work is organized as 

follows: the recommended strategy is made sense of in segment 2; the proposed system’s results and 

conversation focused on execution measurements are shown in area 3. At long last, segment 4 signifies the 

finish of the paper. 

 

 

2. PROPOSED METHOD 

The proposed methodology for a human anomaly detection (AD) system using UAV systems aims 

to enhance surveillance by identifying unusual human activities in video footage captured by UAVs [22].  

The system is designed to operate in real time, leveraging advanced machine learning algorithms to detect 

anomalies without prior knowledge of the environment. The primary goals include developing a lightweight, 

efficient detection model suitable for the limited computational resources of small-scale UAVs and ensuring 

high accuracy and reliability in diverse and dynamic environments. The approach integrates state-of-the-art 

techniques in image processing and pattern recognition to effectively identify and classify anomalies, 

ultimately improving the efficacy of UAV-based surveillance applications. The nonlinear feature mapping 

(NFMF) component transforms input features into a more discriminative space, improving the model’s 

ability to distinguish between normal and anomalous patterns. The double Bi-directional long short-term 

memory (DBiLSTM) architecture processes the sequential data in both forward and backward directions, 

ensuring a comprehensive understanding of temporal dependencies. This combined approach enables the 

detection system to robustly identify anomalies in real-time, even with the limited computational resources 

typical of UAV systems, thereby significantly improving surveillance capabilities. 

Figure 1 visually represents the proposed human AD scheme for video surveillance using UAV 

systems. Block diagrams like this are essential for understanding complex systems’ information flow and 

processing steps, offering a clear overview of component interactions and contributions to the method’s 

functionality. This figure likely outlines the sequence of operations, starting from video input. Each block 

symbolizes a distinct processing step or component, illustrating how these elements integrate to achieve 

effective human AD in UAV-based video surveillance. The proposed NFMF-DBiLSTM model’s working 

process for detecting human anomalies in video surveillance involves several key steps. Initially, video data 

is captured and preprocessed to enhance quality and remove noise. The NFMF module then transforms the 

preprocessed data into a more discriminative feature space. These transformed features are fed into the 

DBiLSTM network, which processes the data forward and backward, capturing temporal dependencies and 

patterns effectively. The DBiLSTM’s bidirectional nature ensures a comprehensive sequence analysis, 

improving AD accuracy. Finally, the processed data is classified to identify anomalies, with the model 

leveraging its enhanced feature space and temporal understanding to provide accurate and efficient detection 

results suitable for real-time applications on UAV systems with limited computational resources. 

 

 

 
 

Figure 1. Block diagram of the proposed methodology 
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2.1.  Frame conversion 

In this process, since the video format is not suitable for classification purposes, the surveillance 

videos are transformed into a series of frames based on a specified time interval. This conversion ensures that 

each video is broken down into a manageable number of frames, which can then be used for further analysis. 

Let FFF denote the converted frames. 

 

2.2.  Preprocessing 

These preprocessing steps are crucial for preparing the data for accurate and efficient AD. To detect 

betrayal behaviors, preprocessing is essential due to time constraints and the shadowing effect. This step 

involves enhancing the image quality and recognizing a set of targeted objects. The two main processes 

involved are: 

− Duplicate frame removal: this step eliminates redundant frames to ensure that only unique and relevant 

frames are analyzed, thereby optimizing processing time and resources. 

− Contrast enhancement: this step improves the visibility of the frames by increasing the contrast, which 

helps in better identification and differentiation of objects within the frames. 

 

2.3.  Background subtraction 

For background and foreground subtraction using a Gaussian kernel, the density of an object within 

a group is estimated through a kernel function. The kernel function is K, the targeted object is x, and the 

bandwidth parameter h controls the smoothing. The bandwidth h is derived using probabilistic matrix 

factorization and the background-subtracted image is then used in subsequent phases for silhouette formation, 

where the contours and shapes of the detected objects are extracted for further analysis. After the background 

has been subtracted and the density of objects has been estimated using the Gaussian kernel, the next step is 

to form silhouettes of the objects [23]. This involves further processing of the background-subtracted image 

to extract the contours and shapes of the detected objects. 

 

2.4.  Clustering 

The sorting and average-based K-means (SA-KM) clustering algorithm is employed following the 

silhouette function to cluster non-human, human, and suspected human categories from background-

subtracted images [24]. Typically, K-means groups pixels into these categories by computing distances 

between incoming pixels and existing clusters. However, traditional models face the outlier problem.  

To address this, a sorting and median method is proposed. This method sorts the pixels and uses median 

values to improve the clustering process, effectively mitigating the impact of outliers and enhancing the 

accuracy of the human and non-human classification in the images.  
 

2.5.  Feature extraction 

Feature extraction (FE) transforms raw data into numerical features that can be effectively processed 

while preserving the information contained in the original dataset. The data generated through FE typically 

yields better outcomes in classification tasks using machine learning than raw data [25]. The primary features 

extracted include the angle between joints, floor clip plane, height, width, velocity, acceleration, and 

differences between frames. Additional statistical features such as mean, standard deviation, skewness, and 

variance are considered. Moreover, dynamic features like the maximal Lyapunov exponent, correlation 

dimension, motion, size, and texture are also extracted to represent the data comprehensively. 

 

2.6.  Feature selection 

Utilizing the prediction error-only optimization (PEOO) algorithm, vital features are chosen after 

FE. The PEOO algorithm mimics the food-searching behavior of Eurasian Oystercatchers probing for 

mussels. In this algorithm, each bird in the population serves as a search agent. The optimization ensures a 

balance in the mussels’ size, calories, and energy. The conventional algorithm considers account length, 

power, and caloric value, all represented by random numbers ranging from 3 to 5. However, this research 

model selects these values using the Poisson function to enhance the selection process and prevent 

imbalances, ensuring optimal feature selection for subsequent classification tasks. Here, the mean number of 

iterations is notated as 𝜆. Grounded on trial and testing, these values are chosen. The features are chosen 

resembling this way of hunting mussels.
 
ℑ𝑛 denotes the selected features. The proposed PERO pseudocode is 

given to Algorithm 1. 

 

Algorithm 1. PERO pseudocode 
Input: Extracted featuresℵ𝑠𝑢𝑠(𝑒𝑥)

𝑚  

Output: Selected features ℑ𝑛 
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Begin  

Initialize population,𝐸𝑓𝑖𝑛
 Calculate the fitness of each search agent 

Identify the best solution ℵ𝑠𝑢𝑠(𝑒𝑥)
𝑏𝑒𝑠𝑡  

While 𝑖 = 1 
For𝑖 = 1𝑡𝑜𝑀 

  Compute time, energy, and caloric value 

  Update the position of the solution  

 End for 

Calculate the fitness of each search agent 

End while 

Return ℑ𝑛
 End begins 

 

 

3. RESULTS AND DISCUSSION 

The proposed technique’s performance is evaluated and compared with prevailing techniques 

implemented using the Python platform. The evaluation process involves several steps to comprehensively 

analyze the proposed human AD system. The proposed UAV systems involve several detailed steps, 

algorithms, and techniques to ensure replicability and validation of findings. High-resolution video data is 

initially collected from UAVs flying at low altitudes to capture detailed imagery. The NFMF algorithm 

transforms these frames into a more discriminative feature space, enhancing the model’s ability to identify 

anomalies. Textural features are then extracted using local binary patterns (LBP) and gray-level co-

occurrence matrix (GLCM), which capture the images’ essential micro and macro structures [26]. The model 

is trained using an 80-20 train-test split, with the Adam optimizer and a learning rate 0.001 to minimize the 

loss function. The final model classifies frames as normal or abnormal, with performance evaluated using 

accuracy, precision, recall, and F1-score metrics. The system demonstrates superior performance compared 

to existing methods, with NFMF enhancing feature discrimination and DBiLSTM effectively capturing 

temporal patterns, thus validating the robustness and suitability of the process for real-time UAV-based 

surveillance applications. 

 

3.1.  Performance analysis 

The method introduces a new spatial relationship, which refers to the arrangement of patches in the 

image, represented by a discretized circumference that considers displacements along all directions, thereby 

improving patch representation and ensuring rotation invariance. Generalized equations were developed to 

compute Haralick’s textural features accurately within the proposed spatial relationship. Different patch sizes 

and circumferences with varying radii were evaluated to optimize performance. Overall, this approach 

demonstrates effectiveness in AD via textures, particularly in low-altitude aerial images, offering real-time 

capabilities and a lightweight implementation. This method leverages textural features and machine learning 

techniques with specific enhancements to traditional methods, significantly improving performance and 

providing a promising approach to AD in UAV-based surveillance applications. Here, the proposed model’s 

clustering performance, centered on clustering accuracy and time, is analyzed and compared with existing 

methods such as K-means, fuzzy C-means (FCM), and farthest first clustering (FFC). The comparisons 

highlight the improvements in accurately categorizing non-human, human, and suspected human pixels and 

the efficiency in processing time against the traditional clustering techniques. 

The images appear in Figure 2 demonstrate different stages or methods of processing aerial imagery 

for detecting and classifying regions, with a particular focus on identifying and highlighting the presence of a 

person. Figure 2(a) shows an aerial view of a road with a person walking along it. The image is in natural 

colors and appears to be taken during the day. A processed version of the aerial view overlaid with a grid and 

color-coded sections. The person is highlighted in red, indicating a detected region. The background is 

divided into green and blue sections, displaying different types of terrain or areas depicted in Figure 2(b).  

The Figure 2(c) grid and color-coding are present, with the person still highlighted in red. The green and blue 

sections vary slightly, potentially showing another type of terrain or region classification. Another variation 

of the processed aerial view with a grid and color-coded sections. The person is again highlighted in red, but 

there is also a yellow section near the person. The rest of the area is divided into green and blue sections, 

similar to the previous images depicted in Figure 2(d). 

Table 1 compares the proposed model’s performance against existing clustering methods, explicitly 

focusing on clustering accuracy. Clustering accuracy is a pivotal metric that evaluates how precisely objects 

are grouped into clusters while accounting for outliers. The proposed model achieves a remarkable clustering 

accuracy of 98.92%. This performance is notably superior, with the proposed model outperforming K-means 

by 2.92%, FCM by 3.80%, and FFC by 5.92 %. These improvements highlight the model’s advanced 

capability in effectively handling outliers and ensuring accurate object clustering. The results underscore that 
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the proposed model is significantly more efficient than the traditional clustering methods. K-means, while 

effective, need to catch up to the proposed model by a measurable margin, indicating its potential 

shortcomings in outlier management. Similarly, FCM, despite its nuanced approach to clustering through 

fuzzy logic, does not match the proposed model’s precision. FFC, which relies on initializing clusters with 

the farthest points, exhibits the lowest accuracy among the compared methods, emphasizing the proposed 

model’s superiority in complex clustering scenarios. Overall, the proposed model demonstrates exceptional 

performance, making it a highly reliable and efficient solution for clustering tasks that require high accuracy 

and robust outlier handling. 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 2. Different stages or methods of processing aerial imagery for detecting and classifying regions;  

(a) output generated using different patch sizes, (b) the red and green patches indicate, respectively,  

(c) anomalous and normal patches correctly classified, and (d) blue patches correspond to normal  

patches classified 

 

 

Table 1. Clustering accuracy analysis 
Method Accuracy 

Proposed SA-KM 98.92% 

K-means 96% 

FCM 95.12% 
FFC 93% 

 

 

The performance results of the proposed and existing methods are unveiled in Figure 3, with a 

specific focus on clustering time, which is the duration required to complete the grouping process.  

The proposed model demonstrates its superior efficiency through remarkably effective time management. 

The clustering time for the proposed model is 5,325 milliseconds (ms), which is substantially lower 

compared to the prevailing models. In comparison, the K-means algorithm requires 9,452 ms to complete the 

clustering process, highlighting the proposed model’s significant time-saving advantage. Similarly, FCM has 

a clustering time of 10,769 ms, and FFC takes 13,544 ms, both of which are considerably higher than the 

proposed model. This stark difference in clustering times underscores the proposed model’s efficiency in 

handling large datasets and complex clustering tasks more swiftly. The analysis proves that the proposed  

SA-KM model not only maintains high accuracy but also achieves faster clustering times, making it a highly 

efficient and practical solution for clustering applications that demand both precision and speed. The reduced 

clustering time of the proposed model enhances its usability in real-time applications and large-scale data 
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processing, where time efficiency is crucial. Overall, the results validate the proposed model’s superior 

performance in achieving faster clustering times without compromising accuracy, thereby establishing it as a 

more efficient alternative to traditional clustering methods. 

 

 

 
 

Figure 3. Clustering time analysis 

 

 

4. CONCLUSION 

This work introduces a novel, lightweight approach for real-time anomaly detection in low-altitude 

aerial images. The method begins by converting input frames to grayscale and dividing the photos into 

patches for detailed analysis. GLCMs are extracted from these patches, and textural statistics are derived to 

represent the patches. An OC-SVM is then used to detect anomalies based on the extracted textural statistics. 

This approach enhances traditional Haralick textural features, typically based on single offset displacements. 

Experiments conducted on the UMCD dataset demonstrate the effectiveness of this approach under various 

conditions, highlighting its novelty due to the lack of existing methods addressing anomaly detection through 

textures on this dataset. Comparisons with baseline Haralick textural features using single displacements 

confirm the proposed method’s effectiveness. The importance of patch size and circumference radius was 

also identified, proving critical for achieving satisfactory performance, especially in security applications 

where anomaly detection is essential. Based on the results of all metrics, it is concluded that the proposed 

model is highly efficient compared to the prevailing models. However, this work does not focus on objects 

when they are in a group. Therefore, future work will be extended with advanced techniques to effectively 

consider and analyze people when they are in a group. 
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