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 Diagnosis and prognosis are especially difficult areas of medical research 

related to cancer due to the high incidence of breast cancer, which has 

surpassed all other cancers in terms of female mortality. Another factor that 

has a substantial influence on the quality of life of cancer patients is the fear 

that they may experience a relapse of their disease. The objective of the study 

is to give medical practitioners a more effective strategy for using ensemble 

learning techniques to forecast when breast cancer may recur. This research 

aimed to investigate the usage of deep neural networks (DNNs) and artificial 

neural networks (ANNs) in addition to machine learning (ML) based 

approaches, including bagging, averaging, and voting, to enhance the efficacy 

of breast cancer relapse diagnosis on two breast cancer relapse datasets. 

Results from the empirical study demonstrate that the proposed ensemble 

learning-enabled approach improves accuracies by 96.31% and 95.81%, 

precisions by 96.70% and 96.15%, sensitivities by 98.88% and 98.68%, 

specificities by 84.62% in both, F1-scores by 97.78% and 97.40%, and area 

under the curve (AUCs) of 0.987 and 0.978, with University Medical Centre, 

Institute of Oncology (UMCIO) and Wisconsin prognostic breast cancer 

(WPBC) datasets respectively. Consequently, these improved disease 

outcomes may encourage physicians to use this model to make better 

treatment choices. 
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1. INTRODUCTION 

The second-leading cause of cancer-related deaths worldwide is breast cancer, which primarily affects 

women and develops when cells multiply uncontrollably, leading to tumors in the breast or other organs [1]. 

Due to its ability to metastasize, invasive breast cancer is more lethal. This raises the possibility of cancers of 

the liver and lungs. The breasts are the only sites of noninvasive breast cancer which does not metastasize.  

This disease is not malignant per se, but it has the potential to metastasize (spread) beyond the breast and 

become invasive [2], [3]. Recurrence of breast cancer has occurred in certain people even after years of therapy. 

About 40% of the time, breast cancer comes back. Patients should not assume that recurrence will not occur in 

the first two or three years after treatment. One of three things can bring breast cancer back. One kind of breast 

cancer is known as local recurrence (LR) because it happens just where the disease was first found. The axilla, 

https://creativecommons.org/licenses/by-sa/4.0/
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lymph nodes, or collarbone are the sites of the second type of recurrence, known as regional recurrence.  

Third, when cancer spreads to healthy regions, it's called distant metastasis. Because of their similarities, 

locoregional recurrence (LLR) is a diagnostic term that may be used to characterize both local and regional 

recurrence [4]–[6]. 

Almuhaidib et al. [7] demonstrated a recurrence prediction accuracy of 76.26% using ensemble 

learning methods on Wisconsin prognostic breast cancer (WPBC) datasets. Rana et al. [8] proposed an machine 

learning (ML) based model for breast cancer diagnosis model. The model was trained using ML techniques on 

the wisconsin prognosis and diagnostic breast cancer (WPBC, WDBC) datasets. A breast cancer recurrence 

prediction algorithm was built using the WPBC dataset by Chakradeo et al. [9]. Using ML methods, the system 

could get a recall of 91%, a precision of 93.36%, and an accuracy of 97.93%. Sakri et al. [10] developed a 

method for predicting breast cancer recurrence using data mining techniques applied to the WPBC datasets. 

The method achieved an accuracy of 81.3%, sensitivity of 93.4%, and specificity of 63.25. An ML approach 

for predicting breast cancer recurrence was proposed by Goyal et al. [11] on UNC, Institute of Oncology, 

Ljubljana, Yugoslavia datasets. Their results showed a perfect score of 85.18 percent accuracy, a perfect score 

of 100% sensitivity, and a perfect score of 100% specificity. Dawangliani et al. [12] proposed a prediction 

system using ML methods applied to breast cancer datasets. These factors influenced the following outcomes: 

ROC area: 79.6%, accuracy: 81.9%, recall: 82.8%, time to peak: 0.828, and false positive rate: 0.534. Using 

ensemble learning on the NFSC, Gu et al. [13] demonstrated an explainable technique for predicting breast 

cancer recurrence with an F1-score of 89.39%, an accuracy of 91.62%, and a recall of 90.28%. Rabinovici-

Cohen et al. [14] achieved 90.0% sensitivity in their predictive model for the women who received Neoadjuvant 

Chemotherapy. The predictive model employs the ML and DL algorithms using datasets from the Institute 

Curie. A strategy for predicting the recurrence of breast cancer utilizing ensemble and cost-sensitive learning 

approaches was developed by Yang et al [15]. The results were as follows: with an F-measure of 65.7%, ROC 

area of 90.7%, specificity of 98.3%, precision of 64.0%, and accuracy of 97.3%. Patients with early-stage  

non-small cell lung cancer could reach a recurrence prediction accuracy of 76% using ML algorithms on graph 

datasets, as demonstrated by Janik et al. [16]. The breast cancer tumor recurrence date may be predicted with 

78.7 percent accuracy by Gupta [17] using ML algorithms on the WPBC and WDBC datasets. By combining 

both unstructured and structured data from electronic health record (EHRs) (COMB, UNS, and STR databases), 

González-Castro et al. [18] were able to achieve a 90.0% accuracy, 89.7% F1-score, 90.7% recall, and 80.7% 

AUROC for predicting breast cancer recurrence. 

The diversity of breast cancer makes it hard to foretell how the illness will proceed or what the 

patient’s prognosis will be, but new biomarkers and insights are increasing the need for cancer treatments.  

By sorting through mountains of data, powerful data analysis tools like DL and ML algorithms can aid doctors 

in developing better patient diagnostic systems. Much remains unknown, even though several studies have 

investigated ML/ deep learning (DL) algorithms and breast cancer recurrence risk factors. Oncology is shifting 

its focus from traditional statistical methods to models based on ensemble learning, ML, and DL due to the 

complexity of cancer data. The fields of oncology and classification both make use of ML to detect and classify 

tumors. Relapse detection in breast cancer using artificial neural networks (ANNs) and deep neural networks 

(DNNs) was the focus of this research. Ensemble ANN and DNN approaches are also taken into account, along 

with classic ANN and DNN methods. These methods encompass ML-based ensemble techniques such as 

bagging, averaging, and voting. To achieve this success, we use state-of-the-art metrics to evaluate the 

proposed ensemble ANN and DNN algorithms on two breast cancer relapse datasets. The primary contributions 

to the reported work can be summarized as follows: 

− To assess the relapse classification models for breast cancer using ANN and DNN. 

− To develop ANN, DNN-based ensemble models. 

− To enhance patient diagnosis outcomes by assisting doctors in making better treatment choices. 

 

 

2. METHOD 

2.1.  Dataset employed 

This study makes use of two datasets: D1, which is the University Medical Centre, Institute of 

Oncology (UMCIO) dataset acquired in July 1988 by the Institute of Oncology at the University Medical 

Centre [19], and D2, which is the WPBC cancer relapse dataset obtained from the UCI-ML repository [20]. 

The data had duplicate items and missing values. The correct preparation technique handles the parity problem 

in the dataset. To create a new range, begin by extracting data from an existing one. A nominal dataset is 

created by normalization. The data is transformed into numbers so it may be processed further. As shown in 

Table 1, the dataset dimension was pre- and post-processed, with “NR” denoting non-relapse and “R” relapse. 

 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Breast cancer relapse disease prediction improvements with ensemble learning … (Ghanashyam Sahoo) 

337 

2.2.  Methodologies employed 

The learning process of ANNs is modeled after that of biological neurons. A DNN is a multi-layered 

representation of a complex data correlation. By automating the extraction of hierarchical features and 

complicated patterns from input data, DNNs have radically changed ML [21], [22]. Both ML and DL could 

benefit from ensemble learning [23]. An ensemble learning (EL) method for classification and regression is 

the bootstrap aggregator, sometimes called a bagging classifier. The weighted averaging technique averages 

the initial predictions made by many classifiers to rank the models according to their performance.  

Voting classifiers take an average of the results. Using them for regression or classification, minority: to create 

a single prediction, voting combines the results of many refined models trained on the same data. The combined 

prediction outcome is based on the projected probabilities of the basis learners. Various base learners or 

classifiers (Bi) have varying beginning prediction probabilities, denoted as λi. As shown in (1) shows that the 

final ensemble model prediction may be represented by ρ. 

 

 

Table 1. Number of instances after pre-processing in the dataset 
Dataset Features Instances 

Initial dimension Post pre-processing dimension 

NR-events R-events Overall NR-events R-events Overall 

D1 (UMCIO) 10 201 85 286 191 81 272 
D2 (WPBC) 35 151 47 198 145 42 187 

 

 

𝜌 = 𝑀𝑎𝑥𝑖 ∑ 𝜔𝑘𝜆𝑘
𝐵
𝑘=1   (1) 

 

The majority voting ensemble considers the forecasts of many models that have been trained using 

the same dataset. The anticipated class label using the hard voting procedure is denoted as ρ. As shown in (2) 

may be used to get this expected value. Here, d is the class for the dataset’s attributes. 

 

𝜌 = 𝑚𝑜𝑑𝑒{𝑑(𝑏1), 𝑑(𝑏2), … … , 𝑑(𝑏𝑛)}   (2) 

 

2.3.  Proposed work 

The DNNs and ANNs are trained using the breast cancer recurrence dataset in this work. After the 

training phase, the ensemble ML models are applied to the initial prediction to develop an ensembled predictive 

model. In order to get the prediction result, the pre-processed dataset is first used using the ANN and DNN 

algorithms. The bagging classifiers are applied to the obtained outcomes from ANNs and DNNs individually 

to get the initial predictions in the next. We then apply several EL methods to the pre-processed dataset, 

including weighted averaging and voting strategies. Algorithm 1 represents the proposed model’s pseudocode, 

and Figure 1 depicts the manuscript’s entire process. 

 

Algorithm 1.  
Input: Raw Breast Cancer Relapse Datasets 

Output: Breast Cancer Relapse Prediction 

For i 1←k (the number of datasets) 

− Pre-processing the Raw Dataset of Breast Cancer Relapse 

1) Removing rows with the missing values from D, resulting in a clean dataset Dclean with a 

new sample size N’ 

2) Apply Standard Scaler to Dclean 

3) For i=1←N’ 

a. 𝑀𝑒𝑎𝑛(𝜇) =
1

𝑁′
∑ 𝑓𝑖

𝑁′

𝑖=1  

b. 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝜎) = √
1

𝑁′
∑ (𝑓𝑖 − 𝜇)2𝑁′

𝑖=1  

c. 𝑓𝑖 =
𝑓−𝜇

𝜎
 

d. Dclean ← 𝑓𝑖 

4) EndFor 

− Split the dataset with a test size of 0.25. 

− Setting 𝐴𝑁𝑁𝐹() and 𝐷𝑁𝑁𝐹() to the preprocessed dataset with input layer (IL), hidden layer 
(HL)=3, ouput layer (OL) 

1) Set optimizer=ADAM 

2) Initialize the 𝑎𝑐𝑡𝐹𝑢𝑛(𝐼𝐿) = ”𝑅𝐸𝐿𝑈” 
3) Initialize the 𝑎𝑐𝑡𝐹𝑢𝑛(𝐻𝐿) = ”𝑅𝐸𝐿𝑈” 

4) Initializing 𝑎𝑐𝑡𝐹𝑢𝑛(𝑂𝐿)  =  “𝑆𝑖𝑔𝑚𝑜𝑖𝑑” 
5) Obtaining Primary_Output (O) 

− Setting 𝑏𝑎𝑔𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐹𝑢𝑛() to O 
1) Obtaining Initial predictions (IP) 
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− Setting 𝑒𝑛𝑠𝐴𝑝𝑝𝑟𝑜𝑎𝑐ℎ𝐹𝑢𝑛() to the Initial predictions (IP) 
1) Applying 𝐹𝑢𝑛_𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑𝐴𝑣𝑒𝑟𝑎𝑔𝑖𝑛𝑔() 

2) Applying 𝐹𝑢𝑛_𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦𝑉𝑜𝑡𝑖𝑛𝑔() 
3) Applying 𝐹𝑢𝑛_𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑉𝑜𝑡𝑖𝑛𝑔() 
4) Obtaining Final predictions (FP) 

− Comparison of outcomes obtained based on 𝐴𝑁𝑁𝐹() and 𝐷𝑁𝑁𝐹() among 𝐹𝑢𝑛_𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑𝐴𝑣𝑒𝑟𝑎𝑔𝑖𝑛𝑔(), 
𝐹𝑢𝑛_𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦𝑉𝑜𝑡𝑖𝑛𝑔(), and 𝐹𝑢𝑛_𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦𝑉𝑜𝑡𝑖𝑛𝑔(). 

EndFor 

 
 

 
 

Figure 1. Block diagram of the proposed ensemble-based model 
 
 

3. RESULTS AND DISCUSSION 

A system with Windows 11, an Intel Core i7 CPU with 3.8 GHz clock speed, 16 GB of RAM, and 

500 GB SSD is used to evaluate the proposed ensemble models. Following a methodical experimental 

procedure, these performance measures hope to build a class confusion matrix closer to reality than 

expectations [24], [25]. Performance evaluations in this research may be done using several performance 

indicators, such as Accuracy (AC), precision (PR), balanced accuracy (BA), mathew’s correlation coefficient 

(MCC), false positive rate (FPR), false negative rate (FNR), F1-score (FS), specificity (SP), and sensitivity 

(SN) [26], [27]. 

In this research, ANN and DNN were first evaluated separately. Three fundamental ensemble methods 

were used to hone the prediction outcomes, including weighted averaging and minority and majority voting. 

At first, the experiments are carried out on the D1 dataset, and the results are recorded in Table 2. Figure 2 

demonstrates the obtained accuracies in % experimenting on the D1 dataset. It can be observed that, as in 

Figure 1, DNN, along with bagging classifier and weighted averaging, outperforms all seven other approaches 

with 96.31% accuracy. Besides, this DNN, along with bagging classifier and weighted averaging, also 

outperforms all others with 96.70% precision, 98.88% sensitivity (same as with DNN only), 84.62% specificity 

(same as with DNN with bagging classifier and majority voting), and 97.78% F1-score, as shown in Table 2, 

which have influenced us to consider this ensemble approach to be the proposed ensemble approach in case of 

D1 dataset. 

 

 

Table 2. Obtained outcomes of various recommended approaches considering the D1 dataset 
Ensemble models Outcomes based on performance parameters in (%) 

AC MR PR SN FS  SP FNR FPR MCC BA 

ANN 89.86 10.14 90.29 96.93 93.49 68.52 3.07 31.48 71.62 82.73 
ANN+BagC+WtAv 91.71 8.29 91.76 98.24 94.89 68.09 1.76 31.91 74.28 83.17 

ANN+BagC+MinV 90.78 9.22 91.11 97.62 94.25 67.35 2.38 32.65 72.23 82.49 

ANN+BagC+MajV 92.63 7.37 92.70 98.21 95.38 73.47 1.79 26.53 78.06 85.84 
DNN 93.55 6.45 93.62 98.88 96.18 69.23 1.12 30.77 76.85 84.06 

DNN+BagC+WtAv 96.31 3.69 96.70 98.88 97.78 84.62 1.12 15.38 87.16 91.75 

DNN+BagC+MinV 94.47 5.53 95.60 97.75 96.66 79.49 2.25 20.51 80.63 88.62 

DNN+BagC+MajV 95.85 4.15 96.69 98.31 97.49 84.62 1.69 15.38 85.60 91.47 

 

 

Table 3 shows the outcomes of the tests conducted on the D2 dataset. In Figure 3, we can see the 

results of the accuracy experiments conducted on the D2 dataset. With an accuracy of 95.81%, DNN, bagging 

classifier, and weighted averaging beat all seven other methods, as shown in Figure 3. In addition, as shown in 
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Table 3, this DNN, bagging classifier, and weighted averaging outperforms all others. Its precision is 96.15%, 

sensitivity is 98.68% (the same as with DNN only), specificity is 84.62% (the same as with DNN with bagging 

classifier and majority voting), and F1-score is 97.40%. Therefore, we recommend this ensemble approach for 

the D1 dataset. 

The next step is to calculate the area under the receiver operating characteristic (ROC) area under the 

curve (AUC), which is dependent on the TPR and FPR. Figures 4 and 5 display the AUC and ROC of the 

suggested ensemble model on the two uncommon cancer relapse datasets, D1 and D2, respectively. With an 

AUC of 0.987 and 0.978, respectively, when applied to the D1 and D2 breast cancer relapse datasets,  

this suggested ensemble method was extremely relevant. Table 4 shows a critical analysis of the proposed 

ensemble model with some existing literature to back up the novelty and efficacy of the proposed model. 

Compared to existing research, the proposed approach clearly outperforms it in all maximum case scenarios 

across all evaluative factors. 

 

 

 
 

Figure 2. Obtained accuracy in percentage considering the D1 dataset 
 

 

Table 3. Obtained outcomes of various recommended approaches considering the D2 dataset 
Ensemble models Outcomes based on performance parameters in (%) 

AC MR PR SN FS  SP FNR FPR MCC BA 

ANN 88.48 11.52 88.59 96.35 92.31 68.52 3.65 31.48 70.53 82.44 
ANN+BagC+WtAv 90.58 9.42 90.38 97.92 94 68.09 2.08 31.91 73.48 83.01 

ANN+BagC+MinV 89.53 10.47 89.61 97.18 93.24 67.35 2.82 32.65 71.31 82.27 

ANN+BagC+MajV 91.62 8.38 91.45 97.89 94.56 73.47 2.11 26.53 77.31 85.68 
DNN 92.67 7.33 92.59 98.68 95.54 69.23 1.32 30.77 76.29 83.96 

DNN+BagC+WtAv 95.81 4.19 96.15 98.68 97.4 84.62 1.32 15.38 86.8 91.65 

DNN+BagC+MinV 93.72 6.28 94.87 97.37 96.1 79.49 2.63 20.51 80.08 88.43 

DNN+BagC+MajV 95.29 4.71 96.13 98.03 97.07 84.62 1.97 15.38 85.18 91.33 

 

 

 
 

Figure 3. Obtained accuracy in percentage considering the D2 dataset 
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Figure 4. AUC obtained from ROC plotted for 

recommended ensemble models 

Figure 5. AUC obtained from ROC plotted for 

recommended ensemble models 
 
 

Table 4. Obtained outcomes of various recommended approaches 

Ref 
Parameters based comparison 

AC in (%) PR in (%) SN in (%) SP in (%) FS in (%) AUC 

[7] 76.26 - - - -  
[8] 95.68, and 72 - - - -  

[9] 97.93 93.36 91.00 - -  
[10] 81.3 - 93.4 63.25 -  

[11] 85.18 100.0 100.0 100.0   

[12] 82.80 81.9 82.8 - 82.3 0.796 
[13] 91.62  - 90.28 - 89.39  

[14] - - 90.0 57.0 - 0.75 

[15] 97.3 64.0 97.7 98.3 65.7 0.907 
[16] 76 - - - -  

[17] 78.7 - - - -  

[18] - 90.0 90.7 - 89.7 0.807 

Proposed approach [D1] 96.31 96.70 98.88 84.62 97.78 0.987 

[D2] 95.81 96.15 98.68 84.62 97.40 0.978 

 

 

4. CONCLUSION 

The recommended ensemble approach is evaluated on the two relapse datasets of breast cancer. 

Initially, the datasets undergo a data preprocessing phase to deal with data imbalance. Then, ANN and DNN 

are implemented to get the initial prediction. Various ML-based ensembled methods, including bagging, 

averaging, and voting (majority and minority), are applied. The empirical analysis shows that the DNN,  

along with the bagging classifier and weighted averaging, improves accuracies by 96.31% and 95.81%, 

precisions by 96.70% and 96.15%, sensitivities by 98.88% and 98.68%, specificities by 84.62% in both,  

F1-scores by 97.78% and 97.40%, and AUCs of 0.987 and 0.978, with UMCIO and WPBC datasets 

respectively. The analysis clearly shows that this proposed ensemble approach outperforms other proposed 

models. Additionally, other recurrent datasets may be employed with different ML and DL algorithms, 

expanding the breadth of this study. A breast cancer relapse imaging dataset is also in the works for the future. 
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