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 This study introduces an innovative hyperparameter optimization approach 

for enhancing multilayer perceptrons (MLP) using the Jaya algorithm. 

Addressing the crucial role of hyperparameter tuning in MLP’s performance, 

the Jaya algorithm, inspired by social behavior, emerges as a promising 

optimization technique without algorithm-specific parameters. Systematic 

application of Jaya dynamically adjusts hyperparameter values, leading to 

notable improvements in convergence speeds and model generalization. 

Quantitatively, the Jaya algorithm consistently achieves convergences at first 

iteration, faster convergence compared to conventional methods, resulting in 

7% higher accuracy levels on several datasets. This research contributes to 

hyperparameter optimization, offering a practical and effective solution for 

optimizing MLP in diverse applications, with implications for improved 

computational efficiency and model performance. 

Keywords: 

Classification 

Hyperparameter optimization 

Jaya algorithm 

Metaheuristic algorithm 

Multilayer perceptrons 
This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Andien Dwi Novika 

Department of Computer Science, Master of Computer Science, Bina Nusantara University Jakarta 

Jakarta 11480, Indonesia  

Email: andien.novika@binus.ac.id  

 

 

1. INTRODUCTION 

Artificial intelligence (AI) has become part of our lives. Some examples of AI that have been used 

daily are AI-personal assistant (i.e. Siri and Alexa), smart home, and smart car. AI has brought many 

conveniences to our lives. Machine learning, as a part of AI, has had massive growth since the first time it 

was found. Machine learning has been involved in several fields, such as health, engineering, and art. Data 

mining is the most machine learning application [1]. One of the main data mining techniques that is applied 

in many different fields is classification. Classification is used to predict group membership for data [2]. In 

its application, classification faced several problems and one of that is choosing the right value of 

hyperparameter. Hyperparameter refers to parameters that cannot be changed during machine learning 

training. Almost all machine learning algorithm has hyperparameter [3]. Hyperparameters significantly 

impact the performance of machine learning models and directly affect the processes of training algorithms 

[4]. Due to their impact on model performance and the uncertainty surrounding the ideal combination of 

hyperparameter, the configuration has become a crucial and challenging aspect in the application of machine 

learning algorithms [5]. 

Multilayer perceptron (MLP), a highly utilized machine learning method [6], falls under the 

category of artificial neural networks (ANNs). It encompasses a range of hyperparameters, including hidden 

layer quantity, neuron count, learning rate, activation function, optimizer, and batch size. Several studies 

have proved that MLP with hyperparameter optimization has better performance than MLP without 

hyperparameter optimization [5]-[9]. Hyperparameters could be tuned manually, but it has several 

difficulties, such as a lot of hyperparameters to be tuned, model complexity, and time-consuming, also it 
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needs a deep understanding of machine learning usage and its hyperparameter value settings [10]. A 

metaheuristic algorithm is one of a way to resolve manual tuning hyperparameter problems. The term 

metaheuristic refers to a more complex heuristic that is suggested to solve a variety of optimization issues 

[11]. Some examples of metaheuristic algorithms are genetic algorithm (GA), artificial bee colony (ABC) 

algorithm, bat algorithm (BA), differential evolution (DE), whale optimization algorithm (WOA), firefly 

algorithm (FA), genetic pattern research (GPS), biogeography-based optimization (BBO), and Jaya 

algorithm. 

Several studies have been conducted on hyperparameter optimization for MLP using metaheuristic 

algorithm, one of which was conducted by [6]. The study optimized MLP hyperparameters using GA and 

demonstrated significant improvements after hyperparameter optimization for MLP. Another study was 

conducted by [7]. The study optimized MLP hyperparameters using DE and showed better results compared 

to MLP without hyperparameter optimization. Dokeroglu et al. [12] also conducted research on 

hyperparameter optimization for MLP using particle swarm optimization (PSO) for regression. The study 

showed that hyperparameter optimization for MLP using PSO did not yield significant results compared to 

MLP without hyperparameter optimization. 

Metaheuristics are a useful tool for effectively searching the search space for ideal or nearly ideal 

answers. Because of their tremendous efficiency, they are especially well-suited for hyperparameter 

optimization issues that include huge configuration spaces [13]. All aforesaid optimization algorithms have 

two parameters, and that is population size and number of generations. Apart from those two parameters, 

almost all metaheuristic algorithms have algorithm-specific parameters. For example, crossover probability, 

mutation probability, and selection operator in GA and initial weights in PSO. That algorithm-specific 

parameter needs to be adjusted correctly to achieve the best outcome. On the other hand, incorrect  

adjustment of these algorithm-specific parameters could lead to a rise in computing cost and local optima 

entrapment [14]. 

Jaya algorithm is a metaheuristic algorithm and applies convenience and simplicity. Unlike other 

metaheuristic algorithms, the Jaya algorithm does not have algorithm-specific parameters to obtain optimal 

results [15]. Jaya algorithm is believed to be able to reduce computing time since it is a parameter-less 

algorithm [16]. The Jaya algorithm was proposed by Yu et al. [17] and aroused interest from many parties. 

This is due to the characteristics of the Jaya algorithm which is easy to use [18]. Several studies have proved 

that Jaya algorithm has better performance than other metaheuristic method [14], [19]-[23].  

In 2022, Alshutbi et al. [23] conducted a study on breast cancer classification using support vector 

machine (SVM) with the Jaya algorithm employed for feature selection optimization. The SVM-Jaya 

combination was compared with several other metaheuristic algorithms, including GA, CS, PSO, and DE. 

The results indicated that SVM-Jaya outperformed other metaheuristic algorithms in optimizing feature 

selection. Another study utilizing the Jaya algorithm was conducted by Wang et al. [21] in 2018. Their 

research demonstrated that Jaya, when used as a training algorithm, yielded higher accuracy compared to 

GA, PSO, GPS, BBO, ABC, and FA. These studies collectively suggest that Jaya produces superior results 

compared to other metaheuristic algorithms. However, there has been no research utilizing Jaya as an 

algorithm for hyperparameter optimization, particularly in MLP. Therefore, this study employs Jaya as the 

optimization algorithm for searching the optimal hyperparameters. 

The Jaya algorithm can also be applied in fields other than computer science, such as engineering. 

One example is a study on power flow optimization conducted by [24], and research on surface grinding 

optimization by [25]. in the same year, which demonstrates that the Jaya algorithm can outperform other 

optimization methods. Goel et al. [26] also used Jaya algorithm for tuning of speed PI controller of DTC 

induction motor drive. 

The objective of this paper is to design a model for MLP hyperparameter optimization using the 

Jaya algorithm (further referred to as MLP-Jaya) that focuses on low computational cost and without 

complex algorithm-specific adjustment. To assess the performance of the MLP-Jaya, disease classification 

testing will be conducted. This paper also provides a comprehensive analysis of several metaheuristic 

approaches, such as MLP-GA and MLP-PSO. 

 

 

2. METHOD 

The research begins with data collection followed by dataset preprocessing. Preprocessing involves 

label encoding and splitting the data into training, validation, and testing sets. The training and validation 

data will undergo hyperparameter optimization using the Jaya Algorithm. The outcome of this process is 

optimal hyperparameters, which will then be utilized in the testing phase. Subsequently, the testing results 

will be evaluated. The research stages are illustrated in Figure 1. 
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Figure 1. Research stages 

 

 

2.1.  Data collection 

This research used 6 disease datasets. The datasets used in this research were all gathered for free 

from a variety of resources, such as Kaggle and UCI machine learning. The six datasets used in this study are 

provided in Table 1. 

 

 

Table 1. Datasets 
Code Dataset Number of attributes Number of rows 

D1 Breast cancer wisconsin (diagnostic) 30 569 

D2 Parkinson 24 195 
D3 Chronic kidney disease 26 400 

D4 Diabetes 9 768 

D5 Heart disease 14 1025 
D6 Glioma (Tasci et al., 2022) 24 839 

 

 

2.2.  Data preprocessing 

Collected datasets will go through three stages of pre-processing, namely imputation, label encoding 

and data splitting. Imputation is the process of filling in empty data in a dataset. Numerical data columns that 

have empty values will have the average value calculated which will then be used to fill in the empty data 

rows. Empty values in the categorical data column will be filled with the mode value in that column. Label 

encoding is the stage of changing a categorized data column into a numeric data column. The purpose of 

label encoding is so that the model can receive data because model can only accept numeric data. The last 

step is data splitting. The data is divided into two parts, namely training and testing. Training data will be 

used to train the model and will be used for hyperparameter optimization. Testing data will be used to assess 

the performance of the trained model. 70% of the dataset becomes training data, 20% of the dataset becomes 

testing data, and 10% of the dataset becomes validation data. 

 

2.3.  MLP-Jaya 

MLP is a type of artificial neural network that consists of several layers and each layer consists of 

several neurons. MLP is a model that can be used for regression, classification, and pattern recognition [27]. 

MLP was developed by Rumelhalt et al.  in 1986, MLP is a type of supervised learning and has a 

feedforward architecture [28]. MLP consists of three main layers, namely the input layer, hidden layer, and 

output layer. Each layer is connected to the layers before and after it through weight. The input layer consists 

of features from the dataset which will then be processed in the hidden layer. The results of hidden layer 

processing will be displayed in the output layer. 

The Jaya algorithm, introduced by Rao [25] is a metaheuristic algorithm that blends the 

"survivability for the fittest" concept from evolutionary algorithms with the "follow the leader for searching 

the optimal solution" idea from swarm intelligence. Derived from Sanskrit, the term "Jaya" translates to 

victory, reflecting the algorithm's approach of converging toward optimal solutions and steering clear of 

inferior solutions in each iteration [15]. The Jaya algorithm, categorized as a metaheuristic algorithm, 

emphasizes convenience and simplicity. Unlike many other metaheuristic algorithms, Jaya does not rely on 
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algorithm-specific parameters to achieve optimal results. It is believed that Jaya can reduce computing time 

due to its parameter-less nature. With two inputs, namely population and iteration, the Jaya algorithm 

establishes the population randomly, and iteration represents the number of repetitions the algorithm must 

undergo. MLP-Jaya is divided into two main processes, namely the hyperparameter optimization process and 

the testing process. The detailed flow of MLP-Jaya is illustrated in Figure 2 and Table 2 describes the 

hyperparameter that will be optimized.  

 

 

 
 

Figure 2. MLP-Jaya flow 

 

 

Table 2. MLP hyperparameter that will be optimized 
Hyperparameter Range Interval Total 

Learning rate [0.001 – 0.1] 0.001 100 
Batch size [16 – 128] 1 113 

Number of layers [1 – 5] 1 3 

Number of neurons [10 – 100] 1 91 
Optimizer [‘adam’:1, ‘sgd’:2] - 2 

Activation function [‘logistic’:1, ‘tanh’:2, ‘relu’:3] - 3 

 

 

The MLP hyperparameter optimization process using Jaya is as: 

i. Step 1 Initialization. The initialization process is the process of determining the initial parameter values 

for the Jaya algorithm. Jaya algorithm parameter used in this research are 20 population size and 50 

iterations. After the initialization process, a random population will be generated equal to the population 

size. Population consists of 20 hyperparameter set. Table 3 provides an illustration of the population. 

 

 

Table 3. MLP-Jaya population illustration 
Population 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 

1 0.038 83 2 99 1 1 

2 0.023 114 2 43 2 3 

… …. … … … … … 
20 0.055 16 3 58 3 1 

 

 

Each population consist of 𝑋1 through 𝑋6, representing the hyperparameters to be optimized. 

Specifically, 𝑋1 stands for learning rate, 𝑋2 stands for batch size, 𝑋3 stands for number of layers, 𝑋4 stands 

for number of neurons, 𝑋5 stands for optimizer, and 𝑋6 stands for activation function. The optimizer and 

activation function will be represented by integers and then converted to their respective real values. 

ii. Step 2 Determine the best and worst fitness value. Each candidate in the population undergoes the MLP 

training process to obtain an accuracy value from the validation set, which serves as the objective 

function value. The candidate with the highest accuracy is deemed the best candidate, while the 

candidate with the lowest accuracy is considered the worst candidate. 

iii. Step 3 Population modification. Each candidate solution will have its value modified using (1). 

 

𝑋′𝑗,𝑘,𝑖 =  𝑋𝑗,𝑘,𝑖 + 𝑟1,𝑗,𝑖(𝑋𝑗,𝑏𝑒𝑠𝑡,𝑖 − |𝑋𝑗,𝑘,𝑖|) −  𝑟2,𝑗,𝑖(𝑋𝑗,𝑤𝑜𝑟𝑠𝑡,𝑖 − |𝑋𝑗,𝑘,𝑖|) (1) 

 

𝑋𝑗,𝑘,𝑖 stands for 𝑗𝑡ℎ  𝑋 value of the 𝑘𝑡ℎ candidate in 𝑖𝑡ℎ iteration. 𝑋′𝑗,𝑘,𝑖 stands for updated value of 

𝑋𝑗,𝑘,𝑖. 𝑟1,𝑗,𝑖 and 𝑟2,𝑗,𝑖 stands for the first and second random value for 𝑗𝑡ℎ variable in 𝑖𝑡ℎ iteration. 𝑋𝑗,𝑏𝑒𝑠𝑡,𝑖 
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stands for 𝑗𝑡ℎ  𝑋 value of the best candidate in 𝑖𝑡ℎ iteration and 𝑋𝑗,𝑤𝑜𝑟𝑠𝑡,𝑖  stands for 𝑗𝑡ℎ  𝑋 value of the worst 

candidate in 𝑖𝑡ℎ iteration. The best candidate is the candidate that has the highest accuracy and worst 

candidate is the candidate that has the lowest accuracy. 

iv. Step 4 MLP training to calculate modified solution fitness value. Step 3 produces a population with 

modified candidates. MLP training is then performed again to obtain the fitness value of the latest 

population. 

v. Step 5 Update the population. If the modified population has a better fitness value, the initial candidates 

will be replaced with the modified candidates using (1). Otherwise, the initial candidates will be 

retained.  

vi. Step 6 Iterations. Continue iterating through Steps 2 to 5 until the number of iterations is reached. 

vii. Step 7 Store the optimized hyperparameters. The candidate with the highest accuracy in the final 

iteration's population will become the best solution. 

The first phase yields an optimal solution, comprising a combination of hyperparameters with the 

highest accuracy value, deemed as optimized hyperparameters. These optimized hyperparameter values will 

be employed for the testing phase. After concluding the testing phase, the evaluation stage begins. The MLP-

Jaya model's evaluation encompasses precision, recall, F1-score, and accuracy metrics. The MLP-Jaya 

process will be iterated 10 times with varying populations and tested across 6 disease datasets to attain more 

precise results. Fitness value and execution time from each iteration will be averaged. 

 

2.4.  Evaluation 

The final stage involves assessing performance, employing metrics such as accuracy, precision, 

recall, and F1-score for model evaluation. All these evaluation measures are derived from the confusion 

matrix. A higher value in these metrics indicates a more accurate classification by the model. Confusion 

matrix could be seen in Table 4. Precision, recall, F1-score, and accuracy will be calculated using (2) to (5).  

 

 

Table 4. Confusion matrix 
 Predicted positive Predicted negative 

Actual positive True positive (TP) False negative (FN) 

Actual negative False positive (FP) True negative (TN) 

 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 (5) 

 

 

3. RESULTS AND DISCUSSION 

This study examined the influence of the Jaya algorithm on MLP hyperparameter optimization, 

whereas previous studies have focused on the Jaya algorithm's effects on feature selection or its effects on 

weight and bias optimization. The results demonstrate that the Jaya algorithm yields high accuracy when 

utilized for optimizing MLP hyperparameters and Jaya algorithm could improve MLP accuracy (Table 5).  

 

 

Table 5.  Improvement in MLP-Jaya performance 
Dataset MLP MLP-Jaya Performance improvement 

D1 0.9342 0.9608 2.77% 

D2 0.8103 0.8211 1.33% 

D3 0.655 0.864 31.91% 
D4 0.6351 0.8487 33.63% 

D5 0.7556 0.8231 8.93% 

D6 0.8262 0.7897 -3.33% 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Multi-layer perceptron hyperparameter optimization using Jaya algorithm for … (Andien Dwi Novika) 

625 

This section implements the proposed method's classification performance. Furthermore, MLP-

Jaya's performance compared with MLP-GA and MLP-PSO. Ten different random populations had been 

used in ten experiments. Output from the experiments is optimized hyperparameter. Optimized 

hyperparameter is a set of hyperparameters obtained from model with highest accuracy and lowest execution 

time. Optimized hyperparameter from each model and each dataset shown in Table 6. 

 

 

Table 6. Optimized hyperparameter 

Dataset Model 

Optimized hyperparameter 

Accuracy Learning 

rate 
Batch size 

Number of 

hidden layers 

Number of 

neurons 

Optim-

izer 

Activation 

function 

D1 MLP-Jaya 0.093 68 1 71 Adam Relu 98.48% 

MLP-GA 0.017 56 23 19 Adam Relu 96.49% 

MLP-PSO 0.049 49 2 56 Adam Relu 98.25% 
D2 MLP-Jaya 0.022 80 1 5 Adam Relu 87.18% 

 MLP-GA 0.019 67 18 141 Sgd Relu 84.61%  
MLP-PSO 0.026 46 3 48 Adam Relu 82.05% 

D3 MLP-Jaya 0.011 38 2 129 Adam Relu 95% 

 MLP-GA 0.003 51 13 24 Adam Relu 91.25% 

 MLP-PSO 0.059 33 1 53 Adam Relu 92.5% 
D4 MLP-Jaya 0.031 43 3 34 Adam Relu 76.62% 

 MLP-GA 0.015 34 8 14 Adam Relu 77.27% 

 MLP-PSO 0.046 39 2 59 Adam Relu 71.43% 

D5 MLP-Jaya 0.001 98 10 7 Adam Relu 81.46% 

 MLP-GA 0.013 20 9 10 Adam Relu 78.05% 
 MLP-PSO 0.018 82 6 31 Adam Relu 80.97% 

D6 MLP-Jaya 0.118 48 2 14 Adam Logistic 87.5% 

 MLP-GA 0.007 60 11 22 Adam Relu 86.90% 
 MLP-PSO 0.047 27 1 79 Adam Tanh 88.09% 

 

 

Table 5 illustrates the improvement in MLP performance after hyperparameter optimization. These 

results represent the average of 10 experiments conducted with different populations in the Jaya algorithm 

and different random states in MLP without optimization. The results in Table 5 indicate an improvement in 

MLP with hyperparameter optimization using Jaya across all datasets except D6. Significant improvement 

after hyperparameter optimization is observed in D3 and D4. All features in dataset D6 are categorical data 

that have been label-encoded, resulting in data containing only 0 or 1. Since the data is not continuous, MLP 

with default hyperparameters is more appropriate.  

Table 6 shows that from 4 from 6 datasets MLP-Jaya has the highest accuracy compared to MLP-

GA and MLP-PSO. Different datasets have different levels of accuracy, suggesting that the type of data has 

an impact on how well the models work. D4 has lesser accuracy across all optimization methods, for 

instance, whereas D1 and D3 typically have great accuracy, that is surpass 90%. The MLP-GA results show 

some variation in hyperparameter values, and the achieved accuracy varies across datasets. It tends to use 

moderate learning rates and batch sizes. The number of hidden layers and neurons is diverse, reflecting the 

nature of the genetic algorithm's exploration. 

Relu is consistently selected as the activation function and Adam is consistently selected as the 

optimizer across all datasets and optimization techniques. This could imply that these decisions hold up well 

when applied to various datasets and optimization techniques. Relu is widely employed in neural networks 

for several reasons. It has been demonstrated to exhibit superior training performance across various 

domains. Additionally, Relu contributes to accelerating the learning convergence in deep learning, a crucial 

factor when training extensive and intricate neural networks [29]. The widespread utilization of the Adam 

optimizer is attributed to its capacity for adaptive gain and swifter convergence in optimization algorithms, 

especially within the realm of deep learning. In contrast to conventional optimization methods, Adam 

dynamically adjusts the learning rate for each parameter independently, relying on the average of the first and 

second moments of the gradients. This adaptability in learning rate and momentum enables Adam to expedite 

convergence and diminish the likelihood of getting stuck in local optima, particularly in intricate 

optimization landscapes characterized by a substantial number of parameters, as is often encountered in deep 

learning models [30], [31]. The fact that different datasets have different optimized hyperparameters 

emphasises how crucial hyperparameter tuning is to get the best results on tasks [32]. Table 7 shows average 

accuracy and execution time comparison from 10 experiments. The experiments repeated 10 times with 

different random populations to get more accurate result. MLP-Jaya outperforms the other algorithms in four 

out of six experiments. In D5 case, MLP-Jaya had the maximum accuracy, but lost to MLP-PSO when the 

accuracy is averaged from 10 experiments. The performance varies significantly across datasets for each 

algorithm. For example, D1 and D3 show relatively high accuracy, while D4 consistently has lower accuracy 
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across all algorithms. MLP-Jaya tends to achieve high accuracy on D1, D3, and D5. MLP-GA generally 

exhibits a broader range of accuracy, with higher standard deviation values. It achieves high accuracy on 

some datasets (e.g., D1, D2, D3) but lower accuracy on others (e.g., D4, D5). In some cases, high standard 

deviation values indicate that the algorithm's performance is sensitive to the choice of initial conditions or 

randomness in the optimization process. Lower standard deviation values suggest more stable and predictable 

performance.  

 

 

Table 7. Accuracy and execution time comparison from 10 experiments 

Dataset Model 
Accuracy Avg. execution 

time (minute) Max Min Average Std. Deviation 

D1 MLP-Jaya 0.9848 0.9474 0.9608 0.0117 19.72 

MLP-GA 0.9649 0.6228 0.8211 0.1708 23.1 

MLP-PSO 0.9825 0.6228 0.864 0.1668 6.2 

D2 MLP-Jaya 0.8718 0.8205 0.8487 0.0255 1.65 

 MLP-GA 0.8462 0.8205 0.8231 0.0081 11.12  
MLP-PSO 0.8462 0.641 0.7897 0.0671 2.3 

D3 MLP-Jaya 0.95 0.65 0.7838 0.1422 2.94 

 MLP-GA 0.9125 0.35 0.6425 0.1332 26.04 

 MLP-PSO 0.9375 0.65 0.7638 0.1163 2.93 

D4 MLP-Jaya 0.7662 0.5519 0.683 0.0673 12.5 

 MLP-GA 0.7727 0.3571 0.6671 0.1128 17.53 

 MLP-PSO 0.7143 0.3571 0.6246 0.1039 7.04 

D5 MLP-Jaya 0.8146 0.7512 0.78 0.0167 12.23 

 MLP-GA 0.7805 0.4976 0.5729 0.1144 34.58 

 MLP-PSO 0.8098 0.4976 0.7166 0.1167 9.46 

D6 MLP-Jaya 0.875 0.5298 0.7652 0.1553 7.49 

 MLP-GA 0.869 0.5298 0.6759 0.1692 40.28 

 MLP-PSO 0.881 0.4702 0.789 0.1464 9.97 

 

 

MLP-GA consistently has the highest execution times, indicating that it requires more 

computational resources to find solutions. The computational expense and time in genetic algorithms are 

further influenced by the iterative execution of selection, crossover, and mutation processes on population 

until a termination condition is satisfied, demanding substantial computational resources [33]. MLP-Jaya and 

MLP-PSO demonstrate relatively lower execution times, with MLP-PSO being the most efficient in terms of 

execution time. This finding contradicts [23], which states that the Jaya algorithm has a faster execution time 

compared to PSO. The execution time in this study is heavily influenced by the MLP training process with a 

sufficiently large number of layers, thereby causing the MLP to operate for a longer duration. Figure 3 shown 

precision, recall, and f1-score for all models across all datasets. Figure 3(a) shown evaluation metrics for all 

models on D1, Figure 3(b) on D2, Figure 3(c) on D3, Figure 3(d) on D4, Figure 3(e) on D5, and Figure 3(f) 

on D6. 

The results presented in Figure 3 are consistent with the results shown in Table 5. Across all 

datasets, MLP-Jaya generally demonstrates higher precision, recall, and F1-score compared to MLP-GA and 

MLP-PSO. MLP-GA tends to have lower precision and recall values compared to the other algorithms. This 

suggests that there might be a trade-off between precision and recall in the solutions found by MLP-GA, 

resulting in a compromise in f1-score and MLP-GA may struggle to find optimal solutions that balance 

precision and recall effectively. Speed of convergence comparison for all models across all datasets can be 

shown in Figure 4. Figure 4(a) shown speed of convergence for all models on D1, Figure 4(b) on D2, Figure 

4(c) on D3, Figure 4(d) on D4, Figure 4(e) on D5, and Figure 4(f) on D6. 

The convergence criterion in metaheuristics refers to the conditions under which a metaheuristic 

algorithm is considered to have converged to a solution. MLP-Jaya consistently achieves convergence in 

fewer iterations across most datasets. It reaches the convergence criterion (e.g., validation accuracy above 

0.95 or 1.0) in either the first iteration or a very low number of iterations, makes it more suitable to real-time 

application [34]. MLP-Jaya can achieve rapid convergence due to Jaya's ability to direct the population 

towards the best solution and away from the worst solution [35]. 

MLP-GA tends to require more iterations to achieve convergence compared to MLP-Jaya. In the 

cases of D1 and D3, MLP-GA achieves convergence in a relatively low number of iterations with 

competitive validation accuracy. In D2, D4, D5, and D6, MLP-GA has the same validation accuracy from the 

first iteration, but the accuracy obtained cannot approach the validation accuracy of MLP-Jaya and MLP-

PSO. MLP-PSO demonstrates a competitively fast convergence rate. MLP-PSO generally converges faster 

than MLP-GA, but in some cases, it requires more iterations to converge compared to MLP-Jaya. In D1 and 
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D3, MLP-PSO converges relatively quickly, while in D5 and D6, it requires more iterations compared to 

other datasets. 

 

 

 
(a) 

 
(b) 

  

 
(c) 

 
(d) 

  

 
(e) 

 
(f) 

  

Figure 3. Evaluation metrics on (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, and (f) D6 

 

 

While MLP-Jaya often converges quickly, the corresponding validation accuracy varies across 

datasets. In some cases, MLP-PSO achieves higher accuracy at convergence, as seen in D3 and D6. MLP-

GA, on the other hand, may not reach as high accuracy levels as MLP-Jaya or MLP-PSO on certain datasets. 

The convergence speed and accuracy at convergence are influenced by the characteristics of each dataset. For 

example, D3 and D6 show relatively faster convergence across all algorithms, while D2 and D4 may pose 

challenges for convergence, especially for MLP-GA. 
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Figure 4. Speed of convergence comparison on (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, and (f) D6 

 

 

Despite its competitive performance, MLP-Jaya is susceptible to overfitting, much like other 

metaheuristic algorithms. This is due to the heavy dependence of metaheuristic algorithms on the 

initialization of the population. Random population initialization is utilized in this study because it adheres to 

the implementation of the Jaya algorithm as outlined by [17]. Random initialization suffers from high 

discrepancy and inefficient coverage of the search space. The discrepancy of the random numbers 

significantly impacts the authenticity of the randomly generated solutions within the search spaces [36]. 

Additional and thorough investigations may be necessary to validate the impact of population initialization 

on the performance of the Jaya algorithm. 
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This study illustrates that the Jaya algorithm is more dependable compared to PSO and GA. Despite 

its quick execution time, PSO frequently gets stuck in local optima solutions, whereas GA demands more 

computational resources. This positions Jaya as a competitive option for optimization tasks, particularly for 

real-time applications. This is because Jaya can achieve competitive results while quickly converging. Future 

research studies could investigate the performance of the Jaya algorithm on real-time applications using 

alternative methods of population initialization.  

 

 

4. CONCLUSION 

In summary, this paper investigates the utility of the Jaya algorithm for hyperparameter optimization 

in the widely used MLP model. The proposed MLP-Jaya aims to create an efficient and straightforward 

model, eliminating the need for intricate adjustments. Results indicate the superiority of MLP-Jaya over other 

metaheuristic approaches (MLP-GA and MLP-PSO) in terms of accuracy (highest accuracy is 96.08% for 

MLP-Jaya, 82.11% for MLP-GA, 86.4% for MLP-PSO in breast cancer Wisconsin dataset) across diverse 

datasets. The algorithm demonstrates robustness, achieving competitive hyperparameter settings and faster 

convergence (MLP-Jaya reaching convergence below 15 iterations), particularly beneficial for real-time 

applications. Evaluation metrics such as precision, recall, and F1-score consistently favor MLP-Jaya, 

highlighting its efficiency in execution time compared to MLP-GA and competitive performance against 

MLP-PSO. In conclusion, MLP-Jaya emerges as a potent and streamlined hyperparameter tuning solution for 

MLP, offering simplicity, parameter-less design, and reliable performance across various scenarios.  
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