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 This study contributes to the growing body of literature on traffic congestion 

prediction using machine learning (ML) techniques. By evaluating multiple 

classifiers and selecting the most appropriate one for predicting traffic 
congestion, this research provides valuable insights for urban planners and 

policymakers seeking to optimize traffic flow and reduce jamming and. 

Traffic jamming is a global issue that wastes time, pollutes the environment, 

and increases fuel usage. The purpose of this project is to forecast traffic 
congestion at One of the most congested areas in Amman city using multiple 

ML classifiers. The Naïve Bayes (NB), stochastic gradient descent (SGD) 

fuzzy unordered rule induction algorithm (FURIA), logistic regression (LR), 

decision tree (DT), random forest (RF), and multi-layer perceptron (MLP) 
classifiers have been chosen to predict traffic congestion at each street linked 

with our study area. These will be assessed by accuracy, F-measure, 

sensitivity, and precision evaluation metrics. The results obtained from all 

experiments show that FURIA is the classifier that presents the highest 

predictions of traffic congestion where By 100% achieved Accuracy, 

Precision, Sensitivity and F-measure. In the future further studies can be 

used more datasets and variables such as weather conditions; and drivers 

behavior that could integrated to predict traffic congestion accurately. 
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1. INTRODUCTION 

Increased urban traffic challenges encompass a spectrum of impacts, including reduced productivity, 

heightened air pollution, and increased fuel consumption, particularly as urbanization trends persist [1]. 

Within developed nations, such as the United States, traffic congestion stands as a significant economic 

burden, costing billions annually [2]. Scholars have delved into the multifaceted nature of congestion, 

commonly defining it as the point where transportation demand exceeds available road capacity. Despite 

strides in infrastructure development, congestion remains a pressing societal concern, often classified as 

either recurrent (stemming from high demand) or intermittent (arising from capacity constraints) [3]. 

Mitigating congestion requires a range of solutions, from improving infrastructure and encouraging 

public transit to anticipating traffic conditions, but with possible cost and practicality issues [4]. Through the 

application of internet of things (IoT), (AI), and machine learning (ML)technologies; the use of these 

technologies through big data can lead to accurate predictions of congestion patterns within the road network 

making it a better way of controlling urban traffic [5]. Big data and AI have impacted the growth of traffic 

congestion predictions using ML techniques by analysis of various traffic factors as captured by authors in [6], [7]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The LST model may be exploited in an innovative way AIand IoT traffic data to enhance the 

prediction of asphalt movement” in smart city settings. The LST model utilizes IoT sensors and deep learning 

algorithms to generate more accurate real-time vehicle count estimates to predict future traffic data and make 

better-informed decisions [8]-[11]. The potential benefits of combining IoT with AI are significant, including 

enhanced urban mobility, decreased traffic and congestion, and more effective traffic management. In this 

study, long short-term memory (LSTM) accuracy was 91%, whereas linear regression, K-nearest neighbor 

(KNN), and support vector machine (SVM) accuracy were 41%, 43%, and 46% of total, respectively.  

The critical path method was initially introduced in a study done in Helsinki, Finland. Convolutional 

long short-term memory (CPM-ConvLSTM), a spatiotemporal model that predicts short-term congestion 

levels in each road segment, outperforms six rivals in traffic data prediction accuracy [10]. A traffic 

congestion forecast model is created using RF, a reliable and efficient ML approach. The model, which took 

into consideration the weather, time of year, unique road conditions, road quality, and holidays, had a low 

generalization error and an accuracy of 87.5% [12]. Congestion matrices for regional traffic networks are 

generated using a variety of approaches and the relative positions of road nodes. They used a convolutional 

long-short-term memory network to predict congestion throughout the network. The technique exhibited 

interpretability for congestion prediction by outperforming baseline models and accurately capturing traffic's 

temporal and spatial features [13]. 

Using data from the Greater Amman Municipality, this study use AI techniques, namely machine 

and deep learning, to forecast congestion using selected classifiers. The best classifier for forecasting traffic 

congestion on all routes to Amman City's eighth roundabout was established using a variety of statistical 

parameters, including accuracy, specificity, sensitivity, and the F1-measure. The use of large amount of 

traffic data from four traffic approaches to the research location is a new way to enhance the prediction, 

Furthermore, the Naïve Bayes (NB), stochastic gradient descent (SGD), fuzzy unordered rule induction 

algorithm (FURIA), logistic regression (LR), decision tree (DT), random forest (RF), and multi-layer 

perceptron (MLP) classifiers are used to find the best classifier with the highest performance, followed by a 

thorough examination and more than twenty experiments. 
 

 

2. METHOD 

2.1.  System architecture of traffic congestion prediction 

The study's goal is to estimate traffic congestion in Amman, especially at the intersection of the 8th 

roundabout, using various ML techniques. The Weka tool is used in the study to build ML models. Initially, 

data was obtained from the Greater Amman Municipality, preprocessed, and converted to a comma-separated 

value (CSV) format for compatibility with the Weka tool. Subsequently, the dataset is inputted into Weka to 

generate predictive models utilizing classifiers such as NB, SGD, FURIA, LR, DT, RF, and MLP. To 

optimize model performance, a random sampling technique with a 70% training and 30% testing set 

allocation was employed due to the substantial dataset size of 8,640 records per boundary. Additionally, 10-

fold cross-validation was implemented to enhance model robustness and accuracy. Following the generation 

of a confusion matrix within WEKA, the results undergoes assessment based on metrics such as accuracy, f-

measure, precision, and recall subsequent to the development of the trained model. Moreover, a comparative 

evaluation will be carried out to determine the ML model that demonstrates superior performance metrics. The 

results will elucidate the most effective ML algorithms for predicting traffic congestion, among other insights.  

 

2.2.  Dataset 

The dataset sourced from the Greater Amman Municipality spanning from January 1, 2019, to 

December 31, 2019, was selected with the aim of facilitating accurate and effective prediction of traffic 

congestion. It encompasses variables such as traffic volume per lane, density, speed, occupancy, width, and 

distance. The determination of traffic volume for each lane approach was achieved through the utilization of 

detectors and sensors. Specifically, the dataset includes detailed traffic volume data for each approach on a 

lane over a 24-hour period, every month throughout the entirety of 2019. The attributes utilized for 

congestion prediction analysis and their visualization are delineated in Figure 1. 

The above dataset includes the data of all approaches entering the 8th roundabout, as shown in 

Figure 2, including westbound, northbound, eastbound, and southbound. The subsequent stage in the 

development of the traffic congestion prediction system is data cleansing, which involves the correction or 

deletion of incorrect, corrupted, improperly formatted, duplicate, or incomplete data from the dataset. In this 

process, redundant data was removed using the remove duplicates feature in Excel. Structural errors were 

rectified by adding a new rule using conditional formatting to correct incorrect classifications. The third step 

is data preprocessing, which is a crucial initial step in the generation of an ML classifier, ensuring the data is 
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suiTable for the analysis requirements. The preparation module in Weka handles this process, typically 

saving the traffic dataset as a CSV file. 
 

 

 
 

Figure 1. Attributes for congestion prediction analysis and attributes list visualization 

 

 

 
 

Figure 2. Study area 
 

 

2.3.  Machine learning classifiers 

ML is a methodology employed to enhance machines' data processing capabilities. In the realm of 

smart transportation, ML plays a pivotal role in analyzing intricate relationships among road networks, traffic 

patterns, environmental factors, and traffic incidents. Transportation systems may be made safer, more 

sensitive to consumer requirements, and more efficient by utilizing machine learning. For example, traffic 

congestion may be identified and predicted using ML algorithms, which enables more efficient traffic control 

and shorter travel times. In order to detect and respond to issues like accidents or road closures, ML may also 

be used to evaluate sensor data from traffic cameras and other sources. This will make commuter 

transportation more dependable and seamless. In order to minimize traffic and cut emissions, ML may also 

be used to improve traffic signal timing and routing. This will assist create a more ecologically friendly and 

sustainable transportation system. 

 

2.3.1. The Naïve Bayes  

Built upon the NB principle, it computes posterior probabilities by leveraging prior probabilities. 

NB is particularly suiTable for high-dimensional data sets owing to its computational efficiency, robustness 

against noise, and capability for incremental learning. The Bayesian classification framework establishes the 

posterior probability through the formulation depicted in (1). 
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P(c|x) ==
P(x|c)P(c)

P(x)
 (1) 

 

where: x is the feature vector, c is the classification variable, P(x) is the evidence, P(x|c) is the likelihood 

distribution, P(c|x) is the posterior probability [14]. 

 

2.3.2. Stochastic gradient descent (SGD) 

SGD is a classifier that merges regularized linear models with SGD. SGD facilitates incremental 

learning through the partial fit method. However, in its pursuit of reaching the global minimum, SGD adjusts 

the network topology after each training iteration, reducing errors by approximating gradients for randomly 

chosen batches. This method involves random sampling and frequent high-variance adjustments, leading to 

significant variations in the objective function [15], [16]. 

 

2.3.3. Fuzzy unordered rule induction algorithm  

FURIA, an evolution of the RIPPER algorithm. It excels in generating fuzzy rules instead of 

traditional ones and incorporates an effective rule stretching mechanism for identified cases. Experimental 

results demonstrate FURIA's superiority over other classifiers in terms of classification accuracy. FURIA 

utilizes fuzzy rules and unordered rule sets for classification, employing an unordered one to differentiate 

each class from the rest efficiently [17], [18]. 

 

2.3.4. Decision tree  

DT classifiers are extensively employed in diverse domains, this classifier is structured with nodes 

and branches, utilizing a range of classification algorithms to handle missing values and both continuous and 

categorical attributes. Decision trees are favored for their interpretability in categorization and decision-

making tasks, their inherent myopic induction algorithms can result in suboptimal predictive performance 

and inherent biases. Decision Trees' simplicity and transparency make them a desirable choice for a variety 

of applications, particularly those requiring model interpretability. For example, in medical diagnosis, 

decision trees may be used to discover the key factors that influence a certain disease, allowing for more 

targeted therapy and better patient outcomes. Furthermore, decision trees may be utilized in marketing to 

determine the most successful advertising techniques and consumer categories, allowing for more focused 

and efficient marketing campaigns [19], [20]. 

 

2.3.5. Random forest 

Is a stochastic technique that generates multiple decision trees (DTs) by utilizing a random vector to 

reduce correlations and enhance accuracy. Each DT is partitioned into a subset of features, with the number 

of attributes considered influencing the diversity of the tree. At each split, the optimal split function is 

determined to promote similarity among trees. The objective is to construct an ensemble of diverse decision 

trees for varied predictions [21], [22] 

 

2.3.6. Logistic regression 

It is a linear classifier that employs probabilities to assign data into binary categories. This approach 

is characterized by its simplicity and efficiency in data analysis, facilitating a straightforward interpretation 

of results. LR is predominantly utilized for binary classification tasks [21], [22]. The fundamental 

formulation of the LR model is represented as follows in (2): 

 
𝑃𝑟𝑜𝑏(𝑌𝑖=1)

𝑃𝑟𝑜𝑏(𝑌𝑖=0)
=

𝑃𝑖

1−𝑃𝑖
= 𝑒(β

0
+ β

1 
X

1+
……+β

k 
X

ki)  (2) 

 

where e is the exponential constant, (1-Pi) is the chance that Y takes a value of 0, and Pi is the probability 

that Y takes a value of 1 [23], [24] 

 

2.3.7. Multi-layer perceptron  
MLP is a neural network deep learning characterized by a three-layer architecture, where each 

neuron is connected to every other neuron in the layer above. MLP leverages back-propagation and error 

gradient propagation methods for data transmission and training emphasis on error gradient propagation. It is 

known for generating high-quality models efficiently, yet necessitates a modular design for handling multiple 

output values [25]-[27]. 
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2.4.  WEKA tool 

WEKA, a Java-based open-source ML toolkit developed by Waikato University, offers support for 

various learning methods, pre- and post-processing techniques, and data transformation methods. It is 

distributed under the GNU General Public License and is compatible with a range of devices. WEKA 

encompasses functionalities for data preprocessing, classification, regression, clustering, association rules, 

and visualization. WEKA includes features like the Explorer for accessing different tools, the Experimenter 

for comparing predictive performance of learning algorithms at scale, the knowledge flow interface for 

interactive arrangement of components like filters, classifiers, and evaluations, the workbench that integrates 

all other GUIs within WEKA, and the simple CLI for direct execution of WEKA commands [28], [29]. 

 

 

3. CLASSIFICATION AND RESULT IMPLEMENTATION 

The 8th Roundabout in Amman serves as a junction linking four primary streets, each treated as an 

individual experimental scenario. The initial experiment involves three approaches originating from the 

Westbound Street (1, 2, and 3). Subsequently, the second experiment incorporates three approaches 

stemming from the Northbound Street (4, 5, 6). The third experiment encompasses three approaches 

originating from the Eastbound Street (7, 8, and 9), while the fourth focuses on a single approach originating 

from the airport (10). 

 

3.1.  Performance matrices 

The effectiveness of the traffic congestion prediction model is evaluated using key metrics including 

true positive (TP), true negative (TN), false positive (FP), and false negative (FN) as illustrated in Table 1. 

Accuracy, precision, and recall are employed as techniques to summarize and assess the outcomes derived 

from the confusion matrix [30], [31]. Sample confusion matrix of FURIA using the WEKA interface is 

shown in Figure 3.  

 

 

Table 1. Confusion matrix 
  Predicted congested Predicted uncongested 

Actual 
Congested True Positive (TP) False Negative (FN) 

Uncongested False Positive (FP) True Negative (TN) 

 

 

 
 

Figure 3. Result of FURIA confusion matrix using WEKA 
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The classification accuracy statement is a pivotal measure used to evaluate the appropriateness of a 

classification system for its designated task. Such accuracy statements find application in diverse scenarios, 

including classifier assessment, where significant focus is placed on detecting fluctuations in the precision of 

data classification. It is computed by dividing the number of correct predictions by the total number of 

predictions, as depicted in (3) [32], [33].  

 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (3) 

 

Precision is calculated as the ratio of correctly identified positive instances (congested) to the total 

positive instances (congested or uncongested). Sensitivity, another evaluation metric utilized in this study, is 

determined by the ratio of correctly identified positive values to the total number of positive values. The 

sensitivity metric assesses how effectively the classifier can detect positive values. Lastly, the F-measure, 

employed in this paper for result evaluation, is computed by taking the harmonic mean of precision and 

sensitivity, assigning equal importance to each metric [34]. Table 2 presents the outcomes of the comparison 

for all experiment across various ML classifiers. Additionally, Figure 4 illustrates the accuracy representation 

of all classifiers for all experiment. 

 

 

Table 2. Comparison of all classifiers for all experiments 
 DT MLP RF LR NB SGD FURIA 

Accuracy 97.20% 95.40% 96.20% 97.60% 87.54% 97.91% 100.00% 

Precision 96.90% 98.40% 97.00% 97.70% 91.10% 97.90% 100.00% 

Sensitivity 97.60% 92.50% 95.40% 97.50% 87.50% 97.90% 100.00% 

F-measure 97.20% 95.30% 96.20% 97.60% 88.10% 97.90% 100.00% 

 

 

 
 

Figure 4. Comparison of all classifiers for all experiments 

 
 

4. DISSCUSSION 

Utilizing ML for traffic congestion prediction offers significant advantages in reducing time 

wastage, fuel consumption, and cost savings. This study employed NB, SGD, FURIA, LR, DT, RF, and MLP 

classifiers for prediction purposes. The results indicate that FURIA achieved the highest classification 

accuracy and precision score of 100%. Additionally, FURIA exhibited the highest sensitivity and F-measure 

ratings. By considering all metrics, FURIA demonstrated accurate predictions for both positive and negative 

classes, achieving 100% accuracy across all metrics. Furthermore, the accuracy presented in this study 

surpasses that of previous research efforts presented in Table 3. 
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Table 3. Comparison with other studies 
# Study Accuracy rate 

1 Majumdar et al. [6] 84–95% 

2 Bai et al. [13] 87.5% 

3 Moumen et al. [8] 91% 

4 Najm et al. [9] 91% 

5 Our study 100% 

 

 

5. CONCLUSION 

This research presents a thorough investigation of several classification methods for predicting 

traffic congestion in the 8th Roundabout in Amman City, Jordan. Four datasets, each with around 8,640 

samples, were explored and processed separately in each street section. The data was provided by the 

municipal authorities of Greater Amman to predict traffic congestion in all intersections of the 8th 

Roundabout. The datasets were placed in WEKA mining software through which a confusion matrix was 

calculated to see which classifier would be the best for traffic congestion prediction. The following classifiers 

were applied in our research: NB, SGD, FURIA, LR, DT, RF, and MLP. Forefathers used accuracy, 

precision, and recall and F-measure for the classifiers: All classifiers' performance was evaluated using 

accuracy, precision, sensitivity, and the F-measure assessment criteria. The data revealed that FURIA was the 

top classifier for anticipating traffic congestion across all segments, scoring 100% accuracy across all 

assessment matrices. 
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