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 In array signal processing, Estimating the quantity of signal sources 

represents a crucial area of investigation. In this paper, a comprehensive 

introduction and analysis of the estimation methods for determining the 

number of signal sources are presented, including the background and 

significance, and the significance of precise estimation of the quantity of 

signal sources. The influence of factors such as signal-to-noise ratio (SNR), 

noise background, and number of snapshots on the estimation algorithm is 

discussed in detail. At the same time, common array models are introduced. 

Then, different signal source number estimation algorithms are analyzed in 

detail, and their respective advantages and applicable conditions are pointed 

out. Finally, the performance of each algorithm in different situations is 

evaluated by comparing the performance of the algorithms under different 

SNRs, snapshot numbers, and array elements. The experimental results show 

that with the increase of the SNR and the number of array elements, the 

correct estimation probability of the algorithm also increases 

correspondingly, which provides a reliable experimental basis and 

performance evaluation for the estimation. 
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1. INTRODUCTION 

Array signal processing is an advanced technique that utilizes multiple received signals for 

processing and analysis [1]. It has been widely used in many fields such as wireless communication [2], radar 

[3], sound processing [4] and biomedical engineering [5]. Its main goal is to extract interesting information 

from signals received by multiple sensors, such as accurate positioning of targets [6], effective separation of 

sound sources [7], and obvious enhancement of signals [8]. Among them, the estimation of direction of 

arrival (DOA) has emerged as a focal point in the realm of signal processing, which is used to determine the 

specific direction or angle of the signal source in space. DOA estimation methods rely on signal processing 

and beam analysis of signals received by sensor arrays to infer the exact direction of the signal source. Before 

performing DOA estimation, it is usually necessary to accurately estimate the number of signal sources first, 

because DOA estimation methods usually rely on the number and location information of signal sources [9]-

[15]. Accurately estimating the number of signal sources is critical to achieving accurate DOA estimation. 

In the early stages, the estimation relied on empirical rules and heuristic algorithms [16]. These 

methods often depended on manually selecting and empirically adjusting signal features, lacking theoretical 

foundations and guarantees of statistical performance. With the development of statistical signal processing 

theory, researchers began adopting statistical models and estimation criteria to address the challenge of 

estimating the quantity of signal sources. Classical methods include maximum likelihood estimation [17], 

Bayesian information criterion [18], and akaike information criterion (AIC) [19]. These methods aim to 
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select the optimal number of signal sources by maximizing the likelihood function or minimizing the 

information criterion. Adaptive methods for determining the quantity of signal sources represent further 

advancements over static statistical methods. These methods leverage adaptive algorithms and model 

selection techniques to determine the quantity of signal sources based on the dynamic variations in the signal 

environment. Common adaptive methods include recursive methods based on information criteria [20] and 

model selection methods based on Bayesian approaches [21]. In recent years, significant progress has been 

made in the field of determining the quantity of signal sources using sparse representation-based methods. 

These methods exploit the sparsity assumption of signals, transforming the problem of determining the 

quantity of signal sources into a model selection problem based on sparse representation [22], [23].  

By employing sparse representation algorithms, the quantity of signal sources can be effectively estimated. 

Additionally, deep learning methods have also found wide applications in the estimation of signal source 

quantity. These methods train neural networks to learn models for determining the quantity of signal sources, 

demonstrating high adaptability and generalization capabilities [24]. 

The following is the structure of this paper: Section 2 analyzes the factors that affect the determining 

of the quantity of sources. Section 3 introduces commonly used array models. Section 4 introduces different 

types of signal source number estimation algorithms, and section 5 performs simulation analysis on 

commonly used algorithms, section 6 summarizes the full paper. 

 

 

2. THE FACTORS AFFECTING SOURCE NUMBER ESTIMATION 

2.1.  Signal to noise ration (SNR) 

The SNR denotes the relationship between the power of the signal and the power of the noise, which 

is used to evaluate the relative relationship between signal strength and noise level [25], [26]. The SNR has 

an important impact on estimation algorithm, mainly in the following aspects: i) A higher SNR improves the 

resolving power of signal sources. The goal of estimation algorithm is to distinguish different sources.  

A higher SNR makes the signal more prominent in the background noise, facilitating identification and 

separation. ii) A higher SNR generally improves the estimated performance of the algorithm. Under high 

SNR conditions. There is a significant power difference between signal and noise. Estimation algorithms can 

more easily differentiate the signal from the noise, reducing estimation errors and improving accuracy.  

iii) A higher SNR yields more reliable signal strength estimates. In low SNR scenarios, noise has a greater 

impact on signal strength estimation, resulting in less accurate estimation results. iv) A higher SNR enhances 

the robustness of estimation algorithms. In low SNR conditions, noise has a greater influence, potentially 

causing estimation bias or instability. A higher SNR mitigates noise interference, thereby improving 

algorithm stability and robustness. A higher SNR is beneficial for the estimation of signal source numbers, as 

it improves resolving power, reduces estimation errors, and enhances algorithm robustness. Therefore,  

in practical applications, measures are often taken to increase signal strength and reduce noise influence, 

ultimately improving the SNR for accurate and reliable signal source number estimation results. 

 

2.2.  The noise background 

The presence of noise in the background has a significant impact on the estimation algorithm.  

It interferes with the detection and separation of signals, thereby increasing the difficulty of accurately 

determining the quantity of signal sources [27], [28]. The effects of noise background on source number 

estimation can be summarized as follows: i) A strong background noise can mask low-amplitude signal 

sources, making them challenging to detect within the noise. This masking effect introduces  

errors in estimating the number of sources, potentially leading to underestimation or overestimation.  

ii) Noise interferes with signal sources, resulting in blurred boundaries and overlapping signals.  

This interference makes it more challenging to separate and locate individual signal sources accurately, 

consequently affecting the accuracy of source number estimation. iii) Noisy backgrounds can lead to false 

signal detections, where noise is incorrectly identified as a signal source. This can lead to overestimation of 

the number of signal sources and generate false alarms. Additionally, the fluctuation of noise levels may 

result in missed detections, leading to an underestimation of the true number of signal sources. 

To mitigate the impact of noise background on source number estimation, the following approaches 

can be considered: i) Employing signal processing techniques such as filtering and denoising can reduce the 

impact of noise, enhancing the detectability of signal sources. ii) Utilizing frequency analysis and correlation 

analysis enables differentiation between signal and noise characteristics, aiding in the localization and 

separation of signal sources. iii) Leveraging statistical methods and models, such as maximum likelihood 

estimation and Bayesian inference, can improve the accuracy of estimating the number of signal sources while 

considering the influence of noise background. iv) Integrating information from different sensors or data sources 

through data fusion methods can enhance the accuracy and robustness of source number estimation. 
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2.3.  The snapshot number 

The number of snapshots refers to the number of signal samples observed in the source number 

estimation. The number of snapshots has a certain influence on the estimation of the number of sources, 

especially when using the estimation algorithm of the number of sources based on statistical methods [29], 

[30]. The specific impact is as follows: i) Accuracy and reliability: A larger number of snapshots generally 

provides more information for source number estimation, thereby improving the accuracy and reliability of 

the estimation. More observation samples help to reduce the estimation error and the influence of random 

noise. ii) Resolution ability: A larger number of snapshots can improve the resolution ability of source 

number estimation, that is, it can more accurately distinguish different numbers of signal sources. As the 

number of snapshots increases, the estimation algorithm can better distinguish between signal sources and 

noise, and thus more accurately determine the number of sources. iii) Computational complexity:  

The increase in the number of snapshots may lead to an increase in the computational complexity of the 

source number estimation algorithm. Some algorithms need to process and analyze a large amount of 

observation data, which may require longer computing time and larger computing resources. 

It should be noted that the number of snapshots is not the bigger the better. When the number of 

snapshots is too small, the accuracy and reliability of source number estimation will be limited, and the 

estimation result may be less accurate. However, when the number of snapshots is too large, the problem of 

overfitting may be introduced, causing the estimated results to deviate from the actual situation. Therefore, 

when choosing the number of snapshots, there is a need to balance considerations between accuracy, 

computational complexity, and application requirements. 

 

 

3. THE ARRAY MODEL 

Array models have their own advantages and applicability in different application scenarios and 

signal processing tasks. Selecting an appropriate array model needs to consider specific application 

requirements, scenario characteristics, and performance requirements. In addition, array configuration, 

antenna selection, and signal processing algorithm design can also be carried out on a case-by-case basis to 

achieve the required signal processing functions and performance. Table 1 compares and introduces 

commonly used array models. 

 

 

Table 1. The comparison of commonly used array models 
Array model Angle estimate range 

(azimuth α, elevation β) 
Characteristic Application 

ULA [31] 𝛼 ∈ 0, 𝜋) 

𝛽 ∈ 0,
𝜋

2
) 

(1) It has direction selectivity. 

(2) It can provide sampling of the signal in 
space. 

(3) The geometric structure is numerically 

stable. 

(1) Wireless communication 

system 
(2) Radar system 

(3) Sound processing 

(4) Astronomical research 
UCA [32] 𝛼 ∈ 0,2𝜋) 

𝛽 ∈ 0,
𝜋

2
) 

(1) omnidirectional 

(2) Rotation invariance 

(3) High resolution 

(1) Satellite communication system 

(2) UAV navigation 

(3) Earthquake monitoring 
(4) Target tracking 

L-shaped 

array [33] 

𝛼 ∈ 0,2𝜋) 

𝛽 ∈ 0,
𝜋

2
) 

(1) Directional selectivity 

(2) It can provide sampling of signals in two-
dimensional space. 

(3) It has smaller physical size and higher 

integration. 

(1) Wireless communication 

system 
(2) Radar system 

(3) Unmanned driving and robot 

navigation 
(4) Sound processing 

Planar array 

[34] 

𝛼 ∈ 0,2𝜋) 

𝛽 ∈ 0,
𝜋

2
) 

(1) Spatial sampling 

(2) Directional selectivity 
(3) Flexibility 

(1) Communication system 

(2) Radar system 
(3) Astronomical research 

(4) Multi-sensor system 

 
 

3.1.  The ULA models 

The ULA containing 𝑀 array elements, assuming that the distance between each array element is 𝑑, 

𝐿 far-field narrowband signals are incident on the ULA with the distance between array elements 𝑑 at the 

incident angle 𝜃𝑖. Taking the first array element as a reference, the steering vector of this signal is: 

 

𝒂(𝜃𝑖) = [𝑒−𝑗𝑤𝑖𝜏1(𝜃𝑖), 𝑒−𝑗𝑤𝑖𝜏2(𝜃𝑖), … , 𝑒−𝑗𝑤𝑖𝜏𝑀(𝜃𝑖)] 

        = [1, 𝑒
−𝑗

2𝜋

𝜆𝑖
𝑑 𝑠𝑖𝑛 𝜃𝑖

, … , 𝑒
−𝑗

2𝜋

𝜆𝑖
(𝑀−1)𝑑 𝑠𝑖𝑛 𝜃𝑖

] (1) 
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𝜏𝑘(𝜃𝑖) =
𝑑

𝑐
(𝑘 − 1) 𝑠𝑖𝑛( 𝜃𝑖), 𝑘 = 1,2, … , 𝑀.  (2) 

 

where 𝜏𝑘represents the delay between the 𝑘 th array element and the first array element. Then for the incident 

𝐿 signal sources, the array manifold is: 

 

𝑨 = [𝒂(𝜃1) 𝒂(𝜃2) ⋯ 𝒂(𝜃𝐿)]𝑀×𝐿  (3) 

 

the signal matrix received by ULA is: 

 

𝑋(𝑡) = 𝐴𝑆(𝑡) + 𝑁(𝑡) (4) 

 

where 𝑺(𝑡) = [𝒔1(𝑡), 𝒔2(𝑡), … , 𝒔𝐿(𝑡)]𝑇 is a matrix composed of radiation sources, 𝑨 is the array manifold, 

and 𝑵(𝑡) is a noise matrix. Due to its numerous advantageous characteristics, the ULA is well-suited for a 

wide range of algorithms. 

 

3.2.  The uniform circular array (UCA) model 

The UCA model composed of 𝑀 array elements. Assume that there are 𝐾far-field narrowband 

signals incident on the UCA model with radius 𝑟. 𝜙 is the azimuth angle, and 𝜃 is the elevation angle. Then 

the steering vector of the 𝑖th signal source can be expressed as: 

 

𝑎(𝜃𝑖 , 𝜙𝑖) = [𝑒𝑗𝜑𝑖,1 , 𝑒𝑗𝜑𝑖,2 , . . . , 𝑒𝑗𝜑𝑖,𝑀]𝑇  (5) 

 

𝜑𝑖 ,𝑚
=

2𝜋𝑟 𝑠𝑖𝑛(𝜃𝑖) 𝑐𝑜𝑠(𝜙𝑖−
2𝜋(𝑚−1)

𝑀
)

𝜆
, (𝑚 = 1, 2, . . . , 𝑀) (6) 

 

where 𝜆 is the carrier wavelength. Then the mathematical model of the array signal of the 𝑡th snapshot on the 

UCA with 𝑀 array elements is: 

 

𝑿(𝑡) = 𝑨𝑺(𝑡) + 𝑲(𝑡) (7) 

 

where 𝑿(𝑡) = [𝑿𝟏(𝒕), 𝑿𝟐(𝒕), . . . , 𝑿𝑴(𝒕)]𝑻 is the UCA output with 𝑀 array elements, 𝑆( 𝑡) is the signal 

source vector, 𝐾(𝑡) is the additive noise, and the array manifold is: 

 

𝑨 = [𝑎(𝜃1, 𝜙1),a(𝜃2, 𝜙2),...,a(𝜃𝑘 , 𝜙𝑘)] (8) 

 

 

4. THE ANALYSIS OF SIGNAL SOURCE NUMBER ESTIMATION ALGORITHM 

In signal processing, spatial spectrum estimation is a key problem closely related to the multi-signal 

environment. However, most spatial spectrum estimation algorithms require advanced knowledge of the 

signal source quantity is necessary beforehand [35]. The following is an introduction and analysis of various 

types of signal source number estimation algorithms. 

 

4.1.  The estimation methods based on eigenvalues 

4.1.1. The information theory method 

In information theory, two commonly used methods are the AIC [36] and the minimum description 

length criterion (MDL) [37]. AIC is a model selection criterion based on the maximum likelihood criterion.  

It selects the optimal number of signal sources by weighing the fitting ability and complexity of the model. 

AIC provides a reliable method for estimating the number of signal sources based on the balance between the 

fitting error of the model and the number of parameters. MDL is a criterion based on coding theory, which 

transforms the problem of signal source number estimation into a data compression problem. The MDL 

method selects the model that can minimize the length describing the signal as the optimal model, because 

less information length indicates better compression of the data. By using MDL, more accurate and effective 

estimation of the number of signal sources can be obtained. AIC and MDL have different strengths and 

applicability in signal source number estimation. AIC generally performs well with large sample sizes and 

simple models, while MDL is more effective with small sample sizes and complex models. Therefore, in 

practical applications, choosing an appropriate method depends on the characteristics of the data, the 

complexity of the problem, and the consideration of computational complexity. 
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4.1.2. The smoothing rank-order method 

The smoothing rank-order method is a statistical technique used to handle outliers or extreme 

observations in ordered data [38]. Its primary purpose is to obtain a smoother distribution of data by 

mitigating the impact of outliers. The method involves sorting the observed values based on their magnitude 

and then adjusting the sorted data to minimize the influence of outliers. In particular, the method replaces 

each observation with its percentile in the sorted data, effectively eliminating the effect of extreme values. 

Nason and Silverman [39] discusses an important tool in the smoothing order method: the stationary wavelet 

transform (SWT), and its application in statistics. The principle and properties of SWT are introduced, and 

how it is applied to statistical applications such as data smoothing and trend estimation is discussed.  

This paper is of great value for understanding the wavelet method in the smoothing order method and its 

application in practical problems. Ramsay [40] presents the method and application of locally weighted 

regression, which can also be viewed as a smoothing technique. This paper proposes a robust locally 

weighted regression algorithm for smoothing scatterplots and fitting nonlinear relationships. 

 

4.1.3. The Gerschgorin disk estimation (GDE) method 

The GDE method is used to estimate the range of eigenvalues of a matrix. It is based on 

Gerschgorin's theorem [41], which states that each eigenvalue of a complex matrix lies within a circle in the 

complex plane. The GDE method calculates a series of disks, where each disk's center corresponds to a 

diagonal element of the matrix, and its radius is determined by the sum of the absolute values of the diagonal 

element and other off-diagonal elements. These disks cover the possible range of all eigenvalues of the 

matrix. By examining the coverage of these disks, the range of eigenvalues can be estimated. If all disks are 

fully contained within the real or complex plane, the exact range of eigenvalues can be obtained. If some 

disks intersect the boundary of the plane, the range of eigenvalues will fall within the corresponding region. 

The GDE method is a simple and effective approach for preliminary eigenvalue estimation, eigenvalue 

condition number estimation, and analysis of matrix eigenvalue distribution. However, it is important to note 

that the GDE method provides an estimate of the range of eigenvalues and does not yield specific 

eigenvalues. For precise eigenvalue calculations, more advanced numerical methods are required. Later, 

researchers made improvements to the GDE method. One improvement is based on the standard Gerschgorin 

disk theorem [42], where the matrix elements are appropriately scaled and offset, resulting in Gerschgorin 

disks that more accurately contain the eigenvalues of the matrix. The validity and accuracy of this improved 

method have been demonstrated through theoretical analysis and numerical experiments. Wu and Chen [43] 

proposed an enhanced Gerschgorin disk estimation method specifically designed for estimating eigenvalues 

of Hermitian matrices. This method improves the accuracy of eigenvalue estimation by taking into account 

the intersecting relationship between disks and employing a more precise radius estimation technique.  

The enhanced method has been validated in numerical linear algebra applications and yields more accurate 

eigenvalue estimation results. 

 

4.2.  The estimation methods based on eigenvectors 

4.2.1. The estimation method based on matrix factorization 

Matrix decomposition is a widely employed technique in estimating the quantity of sources.  

It decomposes the matrix of observed data and uses the decomposed structural information to infer the 

number of sources. Singular value decomposition (SVD) [25] is a commonly used matrix decomposition 

method, which decomposes the observation data matrix into the product of three matrices. By analyzing the 

distribution of singular values, the number of sources can be estimated. When there are large singular values, 

it may indicate that the number of sources is large. Principal component analysis (PCA) [44] is a commonly 

used data dimensionality reduction technique, which extracts the principal components by decomposing the 

eigenvectors of the observed data. In the estimation of the number of information sources, the number of 

principal components extracted by PCA can be used to infer the number of information sources. Factor 

Analysis is a statistical model used to infer the underlying factor structure underlying observed data [45].  

The number of factors in the factor analysis model to be able to infer the number of signal sources. 

Independent component analysis (ICA) [46] can be used to solve the problem of blind source separation, 

which assumes that the observation data is linearly mixed from multiple independent signal sources. In the 

estimation of the number of sources, the number of independent components estimated by ICA can be used to 

infer the number of sources. 

 

4.2.2. Signal parameter estimation using rotational invariance techniques (ESPRIT) 

The ESPRIT is a widely used method for signal parameter estimation. It is particularly suitable for 

estimating signals with a linear structure, such as sinusoidal signals or chirped signals. The ESPRIT method 

exploits the principle of rotation invariance of the signal subspace to estimate various parameters of the 
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signal, including frequency and incident angle. The ESPRIT method has been extensively studied and applied 

in various fields. For example, in the domain of array signal processing, ESPRIT has been employed for 

DOA estimation in sensor arrays [47]. Additionally, in the context of radar systems, ESPRIT has been 

employed for target localization and tracking [48]. The effectiveness and accuracy of the ESPRIT method 

have been validated through theoretical analysis and practical experiments. Later scholars improved the 

ESPRIT method. Zhang et al. [49] proposed an enhanced ESPRIT-like algorithm that addresses the issue of 

misestimation in the presence of coherent signals. The traditional ESPRIT algorithm is known to have 

limitations when coherent signals are present, leading to inaccurate estimations. To overcome this challenge, 

the paper introduces an improved algorithm that leverages the direction information of the known signal and 

employs an iterative optimization approach to estimate the signal subspace. The enhanced algorithm 

incorporates new calculation steps and an iterative process, which contribute to improved accuracy and 

robustness in estimating the DOA for coherent signals. By utilizing the known signal's direction information 

and refining the estimation through iterative optimization, the algorithm effectively mitigates the 

misestimation problem. In this study, an improved ESPRIT algorithm is proposed for the case where the 

source signals have close spacing [50]. By introducing spatial smoothing techniques and optimized 

estimation of signal subspace, the method shows better performance in high-resolution DOA estimation. 

 

 

5. EXPERIMENT AND ANALYSIS  

This paper uses Gaussian white noise background to conduct simulation experiments, and evaluates 

the performance of AIC, MDL and GDE under different SNRs, snapshot numbers and array element 

numbers. The experimental setup utilized for this study consisted of an Intel(R) Core(TM) i7-10700H CPU 

@ 2.60 GHz, 16.00 GB RAM, and a 1 TB solid-state drive. The software environment is Windows 10 

operating system and MATLAB 2021b. 

In the experiment, an 8-element UCA is employed to receive a signal comprising three far-field 

narrowband uncoherent sources. The radius of the signal sources is twice that of the UCA. The study 

investigates the performance of three algorithms, namely AIC, MDL, and GDE, under various conditions of 

SNR, snapshot number (L), and array elements (Figure 1). Each experiment is repeated 100 times using 

Monte Carlo simulations to ensure accurate results.  

 

5.1.  The algorithm comparison under different SNRs 

In the conducted experiment, the number of snapshots (L) is set to 500, and the SNR is gradually 

increased from -20 dB to 20 dB in 1 dB steps. The Figure 1(a) shows the correct detection results of the 

algorithms AIC, MDL and GDE. Figure 1(a) clearly illustrates in the Gaussian white noise environment, 

AIC, MDL, and GDE can effectively estimate the number of sources, and as the SNR increases, the correct 

estimation probability of the three algorithms also increases. Since AIC does not have consistent estimability, 

but MDL and GDE have consistent estimability, so as the SNR continues to increase, the correct estimation 

rate of AIC can never reach 1. As the SNR decreases, the correct detection probability of the three methods 

Decrease rapidly until reduced to 0. 

 

5.2.  The algorithm comparison under the different numbers of snapshots 

In the experiment, the SNR is set to -5 dB, and the number of snapshots (L) is gradually increased 

from 0 to 1,000 in steps of 50. The Figure 1(b) shows the correct detection results of the algorithms AIC, 

MDL and GDE. According to Figure 1(b), the following observations can be drawn: With a growing number 

of snapshots, the amount of information carried by the array signal increases, leading to an increase in the 

overall correct detection probability of the three algorithms. However, due to the lack of consistent 

estimation properties of the AIC algorithm, the correct detection probability of the AIC algorithm cannot 

reach 100% compared with the MDL and GDE algorithms when the number of snapshots reaches a sufficient 

magnitude. However, it is worth noting that the AIC algorithm exhibits better estimation performance than 

the MDL and GDE algorithms at a smaller number of snapshots. 

 

5.3.  The algorithm comparison under the different numbers of array elements 

In the experiment, the number of array elements of UCA is set, from 4 to 15 in steps of 1.  

The received signal contains five far-field narrowband uncoherent sources. The radius of the UCA is set to be 

twice the wavelength of the signal source. Gaussian white noise is used as the noise background, and the 

SNR is set to -5dB. In each experiment, the Monte Carlo experiment was repeated 100 times. The correct 

detection results of the algorithms AIC, MDL, and GDE. 

Through the detailed analysis of Figure 1(c), we can draw the following conclusions: as the number 

of array elements increases, the overall correct detection probability of the three algorithms also shows an 

increasing trend. This means that as the number of array elements increases, the detection ability of the 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 36, No. 1, October 2024: 188-196 

194 

algorithm for signal sources is also improved. However, when the number of array elements is not greater 

than 5, the correct detection probability of the three algorithms are all 0. This is because the number of signal 

sources is 5, and the number of array elements is too small compared with the number of signal sources, 

resulting in insufficient degrees of freedom of the system, which cannot effectively separate the signal 

sources. As the degree of freedom of the system increases, that is, the number of array elements increases,  

the probability of correct detection increases gradually. When the number of array elements is 9, the correct 

detection probability of the GDE algorithm reaches more than 90%, the correct detection probability of the 

AIC algorithm reaches 97%, and the correct detection probability of the MDL algorithm reaches 99%.  

This indicates that as the number of array elements increases, the detection ability of the algorithm for the 

signal source is gradually improved. However, as the number of array elements continues to increase,  

the correct detection probability of the AIC algorithm cannot always reach 1 due to the lack of estimation 

consistency. Although the AIC algorithm can provide reliable signal source detection results to a certain 

extent, its accuracy is still limited. Compared with this, the GDE algorithm loses at least one degree of 

freedom when estimating the number of sources, that is, it uses at least one array element less than the MDL 

criterion. Therefore, the correct detection probability of the GDE algorithm is always not greater than that of 

the MDL algorithm. Although the GDE algorithm can provide accurate signal source detection results to a 

certain extent, its performance is still limited by itself. 

 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 1. The performance comparison of three algorithms; (a) based on different SNR, (b) based on different 

snapshot, and (c) based on different elements 

 

 

6. SUMMARY 

The subject of this paper is the research on the estimation algorithm of the number of signal sources. 

Based on the analysis of different factors and the discussion of different array models, the estimation 

algorithm of the number of signal sources is analyzed and summarized. First, the background and 

significance of the research are introduced, as well as the purpose of the research on the signal source number 

estimation algorithm. Next, three important factors are discussed in detail: SNR, noise background and 

number of snapshots. These factors have an important impact on the accuracy and stability of the signal 

source number estimation algorithm. Then, two common array models are introduced: ULA model and UCA 

model. These models provide the basis for the analysis and experiment of the signal source number 

estimation algorithm. Eigenvalue-based and eigenvector-based estimation methods are introduced in detail. 

Among them, the methods based on eigenvalues include information theory method, smoothing rank-order 

Method and Gerschgorin disk estimation method; the methods based on eigenvectors include smoothing 

rank-order method and estimating signal parameters by rotation invariance technique. These methods have 

different advantages and disadvantages in the estimation of the number of signal sources, and the appropriate 

method can be selected according to the specific application scenario. Finally, in the part of experiment and 

analysis, the algorithm’s performance is evaluated and analyzed through the experimental comparison of 

different SNR, different number of snapshots and different numbers of array elements. Based on the 

experimental findings, the comparison results of the algorithms under different factors can be obtained, 

which provides a basis for choosing the appropriate algorithm. 
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