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 Cloud computing (CC) is rising quickly as a successful model presenting an 

on-demand structure. In the CC, the present investigation shows that load-

balancing methods established on meta-heuristics offer better solutions for 
appropriate scheduling and allotment of resources. Conversely, several 

traditional approaches believe in only some quality of service (QoS) metrics 

and reject several significant components. Network load balancing and data 

categorization (NBDC) is proposed. This approach aims to enhance load 
balancing in the cloud field. This approach consists of two phases: the 

support vector machine (SVM) algorithm-based data categorization and the 

ant colony optimization (ACO) algorithm for distributing the network load 

on the virtual machine (VM). The SVM algorithm performs several data 
formats, such as text, image, audio, and video, resultant data class that offers 

high categorization accuracy in the cloud. The ACO algorithm reaches an 

efficient load balancing based on the time of execution (TE), time of 

throughput (TT), time of overhead (TO), time of optimization, and migration 
count (MC). Simulation results related to the baseline approach demonstrate 

an enhanced system function in terms of service level agreement violation, 

throughput, execution time, energy utilization, and execution time. 
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1. INTRODUCTION 

The internet of things (IoT) involves a novel computing paradigm, which submits to the scalability 

of the cloud while reducing the network [1]. An efficient load-balancing method contains several running 

virtual machines (VMs) and virtual machine hosts (VMHs) [2]. It desires to observe, notice, and make a 

decision how to discharge the inequity condition of VMHs. An efficient load balancing method can take 

actions that discharge an overloaded VMH and do not outcome in overloads on another. The heuristic-based 

rule approach is efficient but unsuccessful because it gains overloading in other VMHs [3]. Advanced 

balancing approaches do mathematical work efficiently, though they require computing several sophisticated 

https://creativecommons.org/licenses/by-sa/4.0/


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Network load balancing and data categorization in cloud computing (Arunachalam Komathi) 

1943 

functional arguments and significant calculation power to choose motion targets. A fuzzy logic model is used 

to minimizing packet loss, selecting the relay by pause time, maximum speed, and maximum connection [4]. 

As a result, it improved efficiency. A hybrid method that evaluates the allocation algorithm to measure the 

feasible solutions for VM loads next utilizes a genetic algorithm to adjust these solutions [5]. A heuristic task 

deployment approach using glowworm swarm optimization is utilized for long-term load balancing. A hybrid 

met heuristic hybridizes an artificial bee colony and an ant colony optimization (ACO) for VM load 

balancing in the cloud. 

The ACO algorithm is a possible technique that searches for an optimal solution [6]. The behavior 

of ants is to seek the shortest route between their colony and the food origin. Pheromone deposits reveal the 

route, while, ants move arbitrarily. The route is preferred by the maximum pheromone deposit from the 

beginning node and is examined for optimality [7]. In the ACO algorithm, the real ant system is updated in 

three features, such as the election of the route being biased towards the route with a large volume of 

pheromones [8].  

Problem statement: a dynamic load-balanced scheduling (DLBS) mechanism enhances the 

throughput when equating the workload [9]. An efficient heuristic scheduling method for the two typical 

open flow models correlates data flow time slots. The DLBS approach uses round robin scheduling 

algorithms that imbalance the degree of data flows. However, this approach needs to balance the network 

load more efficiently. It also raises the routing load. A support vector machine (SVM) algorithm for data 

categorization with equating cloud computing (CC) load is proposed to solve these issues. Structure of this 

paper arrangement is specified  

Task scheduling significantly gives scheduling tasks dramatically adheres to the necessities of the 

service level agreement (SLA), a document accessible through cloud developers to users [10]. For example, 

deadline and significant SLA parameters are addressed in the dynamic load balancer (LB) method. It aims to 

tackle the VM violation problem, optimize resources, and enhance the quality of service (QoS) task 

parameters and resource allocation. A meta-heuristic algorithm using the dominant firefly algorithm 

optimizes load balancing of tasks amongst the several VMs [11]. The predictive priority-based modified 

heterogeneous earliest finish time approach can evaluate the upcoming resource burden [12]. The predict ion-

based model is used for efficient and dynamic resource to accomplish the end user's requirements.  

This approach reduced the workflow makespan by enhancing the load balancing across all the VMs [13].  

The hybrid artificial bee colony and ACO proved their efficiency. This approach solves the bio-inspired 

algorithms’ issues and balances the load between physical machines. Additionally, it improves the QoS that 

evaluates SLA violations and performance degradation. 

A cooperative fog-CC function reduces the bandwidth cost and balances the network load [14].  

This approach reduces the bandwidth cost and equates the load efficiently. This approach balances the load 

based on the priority of minimizing the delay. This approach determines that link-level load balancing can 

minimize the link queuing delay. A joint cloud model approach using the heuristic task clustering method 

and the glowworm swarm optimization (GSO) algorithm reach better search capability and local convergence 

abilities [15]. Gene expression programming (GEP) is used for forecasting loads [16]. Next, the VMH load is 

measured by GEP. The task load balancing strategy enhances the average response time and the system’s 

makespan [17]. The balanced state possibly obtains the predictable utilizations for the VM that cooperate an 

essential job in task allocation. In this approach, the LB is a central server that applies a fair task allocation 

method to the incoming tasks. In this approach, the particle swarm optimization and the honey bee foraging 

method reach load balancing. Aware of resource intensity the load balancing approach dynamically allots 

various weights to different resources and their usage intensity, appreciably minimizes the time and cost to 

reach the load balance, and evades future load inequity [18]. It reduces the bandwidth cost and transfers VMs 

to physical machines (PMs) with less VM performance deprivation. Load balancing with server consolidation 

improves resource utilization and QoS metrics [19]. This method presents taxonomy with categorization for 

balancing the load, such as hardware threshold, migration overhead, network traffic, and reliability. 

Resource-aware load balancing algorithm approach is an optimal choice regarding the tradeoff between 

complexity and the operation in terms of resource consumption and machine-level load balancing [20]. 

Load-balancing is a cost-effective system management system that builds decentralized load-

balancing issues to reduce the cost of violation [21]. This approach locally creates probable assignments of 

requests to resources and then helpfully chooses an assignment such that their combination enhances edge 

utilization and reduces the service execution cost [22]. Power quality monitoring offers forecasted insights 

into power quality fluctuations via examining past data and patterns that enhances grid stability as well as 

allocation of resources [23]. The energy-efficient light-path establishment is achieved by introducing an 

ACO-split bypass heuristic to enhance energy efficiency [24]. A heuristic method is established on the ACO 

method that minimizes the network energy path via swarm intelligence to discover the most energy-efficient 

routes from sender to receiver to reduce the computational complexity. The ACO algorithm is used to 

discover cost-optimal related covers of a grid-based region of interest. The ACO method makes efforts to 
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improve the energy-hole issue [25]. Swarm intelligence, such as the ACO method, is an intelligence 

technique that involves cooperative behavior that interacts with one other locally in a distributed 

environment. The ACO algorithm discovers optimal path routing and fast route discovery. ACO method for 

reducing node’s energy utilization and enhancing the lifetime is described in [26]. 

 

 

2. PROPOSED METHOD  

This approach utilizes the SVM and ACO algorithms to construct a hybrid technique known as the 

network load balancing and data categorization (NBDC) mechanism to enhance load balancing in the cloud. 

SVM algorithm-based data categorization, and the ACO algorithm module for balancing the network load. 

Different data are obtained arbitrarily in the data categorization phase, and then execute the categorization on 

these data. The portioned data category is an output of the SVM algorithm. The ACO algorithm reaches an 

efficient load balancing by the time of execution (TE), time of throughput (TT), time of overhead (TO), time 

of optimization, and migration count (MC). The feature extraction, specifically image, text, video and audio 

features, is extracted by the SVM classifier algorithm. The SVM algorithm, compared to k-nearest neighbor, 

and Naive Bayes classifier algorithms, provide 82% accuracy than the other algorithms. Hence, this approach 

selects the SVM algorithm for data classification. 

 

2.1.  SVM algorithm-based data classification 
Next, the selection of optimal feature subsets is made by applying SVM [27]. This approach 

gathered the data from various cloud sources, including images, text, audio, and video. The SVM algorithm 

categorizes the data based on features and allows it into a specific category. In a cloud field, each VM allows 

the task to be established based on task requirements, and every VM has storage resources and different 

processing. The VM is divided into four types: text, audio, image, and video, by size, requirements, and task 

features. The SVM aims to categorize and equivalently match data to the appropriate VM and data types. 

Four audio features are measured for recognizing types of audio classes such as trendy music, traditional 

music, speech, crowd noise, and simple noise for audio data categorization. In this approach, two kinds of 

classic kernel operations are utilized in SVMs: radial origin function kernel and polynomial kernel. Here,  

ai represent the support vector, indicates the lagrange multiplier and bj denotes the label of membership class 

(+1, -1); here n=1, 2, 3...N. This expression demonstrates the polynomial operation. 
 

𝑝𝑜𝑙𝑦(𝑎, 𝑏) = (𝑎𝑘𝑏 + 1)𝑐

 
(1) 

 

where, c represents the polynomial degree. The polynomial kernel operation is utilized with SVMs and other 

kernel models, indicating the similarity among features over the polynomials of the original variables. The 

polynomial kernel is explained as: 
 

𝐾(𝑥, 𝑥𝑖) = (𝑥, 𝑥𝑖)
𝑑

 
(2) 

 

where, d=1 verifies the linear kernel. The output of the categorization is categorized tasks; as a result, 

minimizing the computational cost, for instance, evading preprocessing of learning features, data adaptation, 

features removal, data revolution, and data categorization at the scheduling phase. 

 

2.2.  Balancing the network load by ACO algorithm 

The ACO algorithm solves node distribution issues and minimizes the routing overhead. Figure 1 

represents the undirected weighted graph G (V, E) formed by VMs. Here, V indicates the VM, and E denotes 

that the edge has a weighted possibility. This weight possibility determines the overload and under load 

intensities between two nodes. 

The SVM algorithm completes the data categorization, and then balances the network load using the 

ACO algorithm. Let’s assume the set of VMs for text, image, audio, and video corresponds. Every set of 

VMs is dependable for one task. The mapping of tasks on VMs is calculated using the SVM; here, every VM 

is allocated a task by the task's size, requirements, and features. 
 

𝐼𝑚𝑎𝑔𝑒 𝑉𝑀 = {𝑉𝑀1  , 𝑉𝑀2 , … 𝑉𝑀𝑛  } (3) 
 

𝑇𝑒𝑥𝑡 𝑉𝑀 = {𝑉𝑀1  , 𝑉𝑀2 , … 𝑉𝑀𝑛  } (4) 
 

𝐴𝑢𝑑𝑖𝑜 𝑉𝑀 = {𝑉𝑀1  , 𝑉𝑀2 , … 𝑉𝑀𝑛  } (5) 
 

𝑉𝑖𝑑𝑒𝑜 𝑉𝑀 = {𝑉𝑀1  , 𝑉𝑀2 , … 𝑉𝑀𝑛  } (6) 
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Each ant moves from the present VMi to the next node VMj by calculating the possibility of the 

route preference rate (RP (k)). In this approach, the ACO algorithm is an agent-based technique that provides 

an optimized route. This method resulted in the procedure for active pheromone update, and the detection 

quality of the agent established a computational system that offers an optimal solution. The journey creation 

procedure for ants comprises the ants' adjacency and heuristic facts. The cost function is applied to measure 

the quality of resolutions obtained from ants. The ACO algorithm is precise through three factors; for 

example, a definition of neighborhood, ant, and pheromone trial value. At every step, an ant applies a 

possibility transition policy to select the operation point it will see next time. Figure 2 demonstrates the 

flowchart of the NBDC approach. 
 
 

 
 

Figure 1. VM’s with weight possibility 
 

 

 
 

Figure 2. Flowchart of NBDC approach 

 

 

Throughout the route detection, the forward ants (Fants) determine the route to R by pheromone 

value (PV), and the backward ants (Bants) return with the subsequent traces. The sender (S) distributes fant 

to its neighborhood VM to discover which has the greatest good rate necessitated threshold. Then confirm 
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which neighborhood is higher than the threshold, and the S then distributes the Fant message to those nodes. 

This fant message contains {SID, DID, Hop count, and TTL}. Additionally, this Fant message traces the TE, 

TT, TO, and MC. While the fant message reaches the D, it calculates RP (k) by hop count, capacity, and 

delay parameter. The RP (k) calculation among nodes i and j in (7). 

 

𝑅𝑃(𝑘) =
(𝑇𝐸𝐺𝑇𝑇𝐺𝑇𝑂𝐺𝑀𝐶𝐺)

∑ (𝑇𝐸𝐺𝑇𝑇𝐺𝑇𝑂𝐺𝑀𝐶𝐺)𝑗∈𝑅𝑚

 (7) 

 

Where, TEG time of execution good value, TTG time of throughput good value, TOG time of overhead 

good value, MCG migration count good value, and Rm Set of the route from S to D. Next, the Bant 

message is returned to the S, and such a Bant message is created through RP (k). Each relay node accepts the 

Bant message and modifies the PV. The PV is given in (8). 

 

𝑉𝑖,𝑗(1 + 𝑃𝑉𝑖,𝑗)𝑅𝑃(𝑘) (8) 

 

Where, RP (k) indicates the route preference rate of the kth route that satisfied the QoS requirement. 

Primarily, the PV among the node i and j is PVi,j=0. Then, the ΔPVi,j denotes the updated PV between the 

node i and j and obtains the Fant message specified in equation 9. Lastly, the S achieves many Bant messages; 

next, the S chooses the greatest PV node for scheduling the data to VMs. Hence, the data reaches the VM 

effectively and accurately. 

 

𝑃𝑉𝑖,𝑗 = ∆𝑃𝑉𝑖,𝑗 + 𝑃𝑉𝑖,𝑗 (9) 

 

 

3. SIMULATION ANALYSIS 

In this approach, CloudSim 4.0 simulators are executing cloud-related exploration work [28]. Table 1 

explains simulation parameters of DLBS and NBDC approaches. NBDC mechanism use 1,000 VMs, 

correspondingly, and the entirety of 50,000 tasks are executed. Four metrics are compared: SLA violations, 

energy utilization, execution time and throughput [29]. The SLA violation happens if VM acquires additional 

time than the allowed CPU time. SLA violations against count of VMs for NBDC and DLBS approaches is 

shown in Figure 3. 

 

 

Table 1. Simulation parameters of DLBS and NBDC approaches 
Parameter Value 

VM 1,000 

Tasks 50,000 

Approaches NBDC and SVMC 

Data type audio, video, image, and text 

Algorithms ACO, SVM 

Evaluation tool CloudSim 4.0 simulator 

Iteration 1,000 

VM memory 1,024 bytes 

Operating system (OS) Windows-10 

 

 

 
 

Figure 3. SLA violation of DLBS and NBDC approaches based on VMs count 
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From Figure 3, till 100 VMs, little alters in SLA violations after 500 and above VMs highly 

increases the SLA violations. The NBDC approach has the least violations equated to the DLBS approach. 

The least violations show that the NBDC approach has a better performance and routing efficiency.  

The optimization time is called convergence time, shown in Figure 4. Here, the DLBS approach is viewing 

an exponential rise in optimization time; as a result, greater unstable behavior. From this figure, the NBDC 

approach takes less optimization time since it optimizes relatively rapidly and generates better results than 

the DLBS approach. In general, DLBS has taken a lot of time to optimize. In the NBDC approach, the PSO 

algorithm minimizes the error and receives the global best features.  

 

 

 
 

Figure 4. Optimization time of DLBS and NBDC approaches based on VMs count 

 

 

Figure 5 demonstrates that increased VMs from 10 to 1,000 and raise an energy utilization that 

keeps on receiving raised with each added VMs. With the regular raise in the tasks count from 100 to 1,000, 

the DLBS approach utilizes more energy than the NBDC approach. Compared to the DLBS approach, the 

NBDC approach reduces energy utilization since it balances the network load efficiently. Figure 6 

demonstrates the execution time of DLBS and NBDC approaches based on VMs count. 

 

 

 
 

Figure 5. Energy utilization of DLBS and NBDC approaches based on VMs count 

 

 

From Figure 6, the NBDC firstly executed fine and took the least time and then initiated to increase 

while VMs obtains 50 in size, NBDC approach execution time gradually then little increase the execution 

time. Though, overall the method like the DLBS approach increases the highest execution time than the 

NBDC approach since the DLBS approach causes additional delay. Figure 7 illustrates the overhead time of 

DLBS and NBDC approaches based on VMs count. 

This is mostly due to their computational complexity. The DLBS and NBDC approaches initially 

obtain the highest overhead time at 50 VMs. However, again unsteadiness is noticed after 500 VMS that 

obtains raised after each run. Table 2 explains SLA violations, optimization time, energy utilization, and 

execution time and overhead time of DLBS and NBDC based on VMs count. 
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Figure 6. Execution time of DLBS and NBDC approaches based on VMs count 

 

 

 
 

Figure 7. Overhead time of DLBS and NBDC approaches based on VMs count 

 

 

Table 2. SLA violations, optimization time, energy utilization, and execution time and overhead time of 

DLBS and NBDC based on VMs count 
VM count SLA violation Optimization time Energy utilization Execution time Overhead time 

 DLBS NBDC DLBS NBDC DLBS NBDC DLBS NBDC DLBS NBDC 

0 0 0 500,100 50,010 0 0 0 0 0 0 

10 10 7 650,000 65,000 4 2.5 53,247 95,000 8,000 5,520 

50 20 13 800,000 80,000 6 4 73,645 41,200 7,000 5,300 

100 30 20 750,000 75,000 7 5 60,893 38,800 6,000 4,000 

500 90 60 500,100 11,000 10 6 68,851 41,305 6,000 5,000 

1,000 115 80 1,100,000 50,010 13 8 72,461 35,124 7,500 6,000 

 

 

From Table 2, the NBDC approach compared to DLBS approach, the proposed NBDC mimizes the 

routing overhead and execution time. Furthermore, the proposed approach NBDC has a lesser and a lesser 

energy utilization. Moreover, the traditional DLBS mechanism to taken more execution time for processing 

than a NBDC approach in the network. The lesser computational complexity, smallest iterations in 

discovering global optima, small transmission cost, lesser overhead have prepared the NBDC approach better 

choice over the DLBS approach. 

 

 

4. CONCLUSION  

This work aims to reach an efficient task distribution and balance the load. This approach presented 

a SVM algorithm for data categorization by equating CC load. In the data categorization phase different data 

obtain the input arbitrarily and then execute the categorization on these data. The SVM algorithm categorizes 

the data. The portioned data category is an output of the SVM algorithm. The ACO algorithm reach an 

efficient load balancing through the TE, TT, TO, time of optimization, and MC. Initially categorized as a data 

class, this approach has illustrated the best categorization and an ACO method that reaches the best outcomes 
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in load balancing. Simulation results indicate that the NBDC approach minimized energy utilization and 

routing overhead and enhanced the throughput. In the future, we will provide data security for allocating 

resources by employing cryptography algorithm. Migration count and violations for better performance test 

these algorithms. 
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