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 With the advent of cloud computing, there is a need to enhance both the 

methods and algorithms of big data workloads for task scheduling. Due to 

the global spread of services with changing task load circumstances and 
different cloud client demands, big data task scheduling in cloud systems is a 

time-consuming process. The proposed approach emphasises the necessity 

for efficient big data task scheduling in the cloud computing, which 

exacerbate data processing. Virtual machines frequently utilise all three 
types of physical resources: CPU, memory, and storage. Big data task 

scheduling is one of the most important implications of cloud computing 

application resource management, and this research work meticulously 

offers a task scheduling technique for advancing cloud computing. 
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1. INTRODUCTION 

Big data has been is predominately coupled with services of cloud computing for data-intensive 

computing using distributed frameworks such as MapReduce, Dryad and Hadoop. There will be a potential 

issue owing to huge big data task scheduling in cloud data centres. With effective dynamic task management, 

the overall performance of the cloud computing paradigm could be enhanced. The cloud ecosystem is a 

platform that may be used to host cloud-based application-oriented services. In recent years, academics have 

been interested in big data task scheduling in a cloud computing context [1]. A virtual cluster provides a 

flexible environment that may scale up and down in response to changes in user computing needs. To reduce 

energy usage, cloud services merge virtual clusters of various users into a real data centre. Due to data 

location and task activities, the demand for computing resources for each node in a virtual cluster may 

fluctuate [2]-[5]. Existing cloud solutions, on the other hand, have a static cluster setup, requiring each 

deteriorating virtual machine to be manually changed. Virtualization takes place on cloud-distributed 

networks, and a virtual cluster is thus created due to a wide set of virtual machines. Unlike the conventional 

physical cluster, the data-intensive platform operates on a virtual cluster. MapReduce has transformed 

parallel and distributed big data analysis in the last few years. As illustrated in Figure 1, MapReduce is a 

parallel and distributed computing framework that has evolved as the de facto standard for processing a wide 

range of unstructured data on commodity hardware clusters [6]. 

Sifting through device logs, conducting extract-transform load operations, and generating web 

indexes have all proven to be efficient batch applications [7]. Access to big data hardware resources is a key 

barrier to medium scale companies since big data analytics includes distributed computing on a scale that 
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generally requires hundreds to thousands of machines. In recent technology advancement improves reliability 

and ushers in a new era of increasing data with advent of internet of things (IoT) that integrates numerous 

sensors with embedded networks to allow data to communicate and real-time data are stored in the cloud for 

subsequent analysis [8], [9]. 

An examination of different factors, including resource utilization, overall cost for executing user 

tasks, time taken for completion, power consumption, and the ability to handle faults during the task 

scheduling phase, revealed their crucial relevance within the realm of cloud computing. Task scheduling 

stands out as a pivotal aspect of managing resources in cloud computing applications. This study diligently 

presents a technique aimed at enhancing cloud computing through effective task scheduling methodologies. 

The primary goal of cloud computing is to allow customers to organise their operations in the most 

effective way possible, resulting in load balancing and the best possible service quality. To develop 

increasingly efficient solutions to the issue, evolutionary computation uses biological principles like as 

populations, mutation, and survival of the fittest [10]-[12]. They are divided into two categories: evolutionary 

algorithms and swarm intelligence algorithms like ant and bat algorithms. In general, the evolutionary 

method is comprised of the agent and its environment. The agents respond in response to their surroundings. 

Agents use sensors to act, whereas the environment uses effectors. 

 

 

 
Figure 1. MapReduce 

 

 

The architecture and agent programme make up an agent's structure. The architecture refers to the 

system on which the agent runs, while the agent programme refers to the implementation of the agent 

function. The term "mundane task" refers to tasks that do not require any special training, such as reasoning. 

It's also seen a lot in natural language processing. Formal logic and a few reasoning tasks, such as 

classification, in genetic algorithm instead of getting a single solution a group of potential solutions is 

obtained in parallel. In the population each individual is a unique solution. To produce offspring parents are 

subjected to reproduction. For new generation to create population 20% chromosomes which are best fit 

copied directly. Crossover and Mutation operators are used to produce remaining 80% chromosomes. This 

paper contributions as follows: 

 Outline the problem of big data task scheduling in cloud computing environments. 

 Identify unsolved problems and areas requiring improvement, particularly those addressed in this 

manuscript. 

 Introduce new contributions, including the proposed technique for enhancing cloud computing through 

dynamic task scheduling. 

 Demonstrate the relevance of these contributions through subsequent sections outlining the methodology, 

results, and discussion. 

The upcoming sections are as follows: section 2 deliberates the methodology and explains the system 

operations. Section 3 emphasizes the proposed methodology and its contributions, section 4 reveals results 

and discussion. 
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2. MATERIALS AND METHODS 

2.1.  DNA based computing 

Deoxyribonucleic acid (DNA) is a biomolecular computing branch, which employs DNA data 

instead of standard computer technology based on silicon. The concept of using individual living molecules 

for computing dates back to 1959, when American physicist Richard Feynman introduced his 

nanotechnology concepts. DNA was not physically carried out until 1994, however, when Leonard Adleman 

from American computer scientists revealed how molecules might be utilised to solve computer problems. 

The technique based on DNA computing is an emerging scientific topic that includes mathematics, computer 

science, and molecular biology as a viable approach to solving the computationally intractable issue. To 

isolate DNA from biological material, a number of DNA extraction techniques are available or have been 

employed. The generally tiny amount of appropriate beginning DNA is a highly essential and limiting 

element in processing molecular studies. DNA computation is characterised by a broad parallelization 

provided by DNA strands, which implies that the data structure with considerably more parallelization than 

neural networks and genetic algorithm is the initial power of DNA computation, for instance, DNA 

computing has found its footprints in advance logic gates presented in Figure 2. The complement between the 

two strands of DNA provides the second power of DNA computing. 

 

 

 
 

Figure 2. An example of DNA based solution for effective logic operations 

 

 

Adenine (A), guanine (G), cytosine (C), and thymine (T) are the four nucleotides that make up 

DNA, according to DNA structure (T). They lied on the basis of a sugar-phosphate backbone. Watson=crick 

(W=C) complementary chemical bonds exist between two distinct DNA single strands. Using the DNA bases 

T, G, C, and A, DNA computing can be one of the greatest ways to optimise job scheduling (A). DNA 

computing is a kind of parallel calculation which may be carried out simultaneously utilising many distinct 

DNA molecules. DNA computing is based on the concept that molecular biological processes may utilise the 

information contained as DNA strands in an arithmetical and logic way. 

 

2.2.  Optimization using meta-heuristic algorithm 

For many years, humans have been deeply intrigued by the way bats, scientifically known as 

Chiroptera, live their lives. Comprising over 900 species globally, bats represent about a quarter of all 

mammalian species, making them one of the most diverse and remarkable orders among mammals. Each bat 

species possesses unique characteristics and abilities, setting them apart within the animal kingdom. They are 

categorized into two suborders based on size: megachiroptera and microchiroptera. 

Bats typically inhabit shared roosts, forming large colonies housing anywhere from 700 to 1,000 

individuals. These roosts are often found in vertically positioned spaces like caves or the abandoned roofs of 

buildings, characterized by a horizontal ceiling measuring 0.75 to 1 inch wide and 16 to 24 inches deep. 

Around sunset, when the surroundings begin to darken, bats depart from their roosts, relying on their spatial 

memory to ensure synchronized departure among colony members. 

Communication within bat colonies involves two primary types of auditory signals. Social sounds 

facilitate interaction and communication among bats, while echolocation noises aid in foraging and 

navigation. Within these colonies, four key mechanisms enable information sharing: 
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i) Intentional signaling: bats use various intentional signals such as mating calls, territorial calls, warning 

signals, and food calls. These serve the purpose of advertising food availability and attracting bats into 

foraging groups as they leave their cave roosts. 

ii) Local enhancement: this unintentionally guides another bat to a specific location within the environment. 

iii) Social facilitation: group foraging behavior within the colony results in increased individual foraging 

success. 

iv) Bats may adopt foraging strategies from fellow colony members through imitation, learning from one 

another's behavior. 

The bat method has been used to solve a variety of optimization issues in the field of engineering. 

Furthermore, some academics have attempted to enhance performance by combining the bat method with 

another algorithm, and others have attempted to change the original version of BA. For example, BA has 

been used to tackle difficulties arising from non-linearity. To find food, bats use the echolocation technique. 

The bats must use sonar to determine the target's elevation, size, velocity, and distance in order to locate 

food. The suggested technique offered an excellent optimal solution when compared to the other existing 

methods. Evolved bat algorithm (EBA) seems to be a modification of the original bat algorithm [10] and the 

author has studied and characterised the behaviour of the entire bat species. While dealing with the numerical 

optimization issue, this approach greatly reduced calculation time by improving accuracy. The authors 

developed a new method for using the bat algorithm in multi-objective optimization problems by welded 

beam design's multi objective used the method of the multi objective bat algorithm (MOBA), which works 

better with this algorithm [12], [13]. The bat method was used to solve the restricted optimization issue. 

When compared to other current algorithms, the optimum solution using bat algorithm gives a better result. 

The efficiency of the bat algorithm is improved by integrating chaotic sequence and chaotic Levy flight 

schemes into the current method. This technique strikes a nice balance between variety and intensity, which 

may help to enhance search behaviour. The authors proved that this technique was reliable with the combined 

estimate of parameter vector for the building of a dynamic biological system [14]. 

 

 

3. PROPOSED METHOD 

The primary objective of task scheduling algorithms is to successfully attain these critical 

objectives, namely, task scheduling enables physical system make-up and resources to be minimized. For 

successful resource allocation [15]-[19], it is important to enhance both the procedures and algorithms of 

cloud workloads since the introduction of cloud computing. Since big data analytics includes distributed 

computing on a scale that generally requires hundreds to thousands of machines. Big data task scheduling is 

considered an important component of cloud computing since it has a direct influence on cloud computing 

performance. If a simpler and more dependable resource distribution system could be developed, consumer 

demands would be satisfied, and the provider's usage and profit would be maximised [20]. 

 

3.1.  Architecture of the proposed work 

An examination of different factors, including resource utilization, overall cost for executing user 

tasks, time taken for completion, power consumption, and the ability to handle faults during the task 

scheduling phase, revealed their crucial relevance within the realm of cloud computing. Task scheduling 

stands out as a pivotal aspect of managing resources in cloud computing applications. This study diligently 

presents a technique aimed at enhancing cloud computing through effective task scheduling methodologies. 

Cloud Workload architecture involves a crucial aspect: detecting anomalies while being aware of workloads. 

This process relies on outliers, deviations, and variations to unveil patterns that might affect the typical 

activity of a workload. Any abnormal behavior within workload patterns is termed a deviation. Detecting 

these irregularities in workload data sources is valuable for cloud service providers and clients as it aids in 

crafting customized resource allocation strategies.  

In a multi-sonar unit, resembling a cluster of bats, the optimum solution is collectively determined. 

Each sonar unit, with its unique starting point in the associated search space, contributes to the simultaneous 

decision-making process. Contrastingly, in a single sonar unit, the integration of transmitted beam lengths 

with momentum is pivotal [21]. 

The proposed technique allocates m processors to j jobs, each comprising n tasks. Crucially, no task 

should be processed on more than one processor simultaneously, necessitating a meticulous scheduling 

approach [22]. The finish time, denoting the latest completion time scheduled by each processor, serves as a 

benchmark. The primary scheduling objective revolves around reducing completion times. 

For core-based systems, establishing equivalence between test scheduling involves treating the cores 

as tasks. In the realm of DNA sequencing, determining the sequence for the DNA molecule-comprising A, G, 

C, and T is a critical process. The Sanger sequencing method involves denaturing the DNA into single-
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stranded form and dividing it into four processes. These processes require DNA polymerase and four distinct 

deoxynucleotides (dNTPs), specifically dATP, dGTP, dCTP, and dTTP. Each reaction incorporates one of 

the four distinct DDNTPs, like ddATP, ddGTP, and ddCTP [23]-[25].  

Utilizing a binary type, the DNA sequence is encoded into a binary scheme. The DNA bases A, T, 

C, and G correspond to the binary codes 00, 11, 01, and 10 respectively. For instance, the "AATCGGAT" 

DNA sequence translates to the binary sequence 000011010100011. Notably, RNA replaces T with uracil (U). 

In the context of Hadoop, there's a rising need for dependable facilities ensuring fixed completion times for 

each task. However, meeting these deadlines within the existing Hadoop architecture poses challenges. 

Varying resource requirements for each task make determining necessary resources complex. Additionally, 

the scheduling order of jobs within Hadoop clusters significantly impacts task completion times. 

Within the solution spectrum (SSsize) bounded by the upper (SSMax) and lower (SSMin) limits of 

the search space, a random value reflects the beam length (L). 

 

𝑆𝑆𝑠𝑖𝑧𝑒 = 𝑆𝑆𝑀𝑎𝑥 − 𝑆𝑆𝑀𝑖𝑛  (1) 

 

By keeping the constant value L: 

 

𝐿 ≤ 𝑅𝑎𝑛𝑑 × (
 𝑆𝑆𝑠𝑖𝑧𝑒

10%×𝑏𝑎𝑡𝑠
) (2) 

 

integrated with a momentum (µ): 

 

𝐿𝑛𝑒𝑤 = 𝐿𝑜𝑙𝑑(1 ± μ) where, 0 < μ < 1 (3) 

 

the problem can be overcome by limiting the horizontal axis among the beams: 

 

𝜃𝑖 =
(2𝜋−𝜃𝑚)

𝑁𝐵𝑒𝑎𝑚
 (4) 

 

the point position for transmitted beam obtained as: 

 

𝑝𝑜𝑠𝑖 = 𝑝𝑜𝑠𝑆𝑃 + 𝐿𝑐𝑜𝑠[𝜃𝑚 + (𝑖 − 1)𝜃] (5) 

 

where, i = 1, …, NBeams. 

Due to the lack of minimal resources, modern technologies also alter optimization techniques. In 

addition, time is also another important parameter that could cause several applications to operate in real 

time. As a consequence, the capital allocation can be conveniently achieved with the reduced wait period. 

This leads to the adaptation of optimization methods in order to determine the best means of efficiently 

handling and delivering services with preconceived constraints in order to satisfy the demands of customers 

and to respond to the goals of the suppliers. In the other hand, with the expected optimization approach, 

which takes the same steps in each iteration process and yields the same result, certain multi-dimensional 

problems could not be resolved. This kind of multi-dimensional problem is part of a heuristic approach that 

could be dealt with effective fitness function. The iteration number is less than and equal to 100, as there are 

multiple steps in the adaptive bat sonar algorithm, which leads to enough bats to investigate in a search space 

dimension to decide the best global fitness value. Despite the fact that the adaptive bat sonar method has 

several stages, the number of iterations is fewer than or equal to 100, which is the same as the original bat 

sonar algorithm, resulting in enough bats to explore in a search space dimension to determine the global best 

fitness value. In general, the adaptive bat sonar method had a population of less than 1,000 bats. A huge 

number of bats will be available, and a pool of solutions may be readily identified in a speedier manner, in 

order to achieve the worldwide best fitness value in an effective manner. The random value represents beam 

length (L) in the solution range (SSsize) among the upper (SSMax) and lower search space (SSMin). The 

proposed approach improves the virtual machines' local disc by converting it into a globally shared data 

storage. As a result, applications can use the virtual machine's local disc instance, which can interchange 

input files and record intermediate data. This approach may be expanded to include effective data processing 

for general work-flow to improve data placement for file transfers across nodes. 

 

 

4. IMPLEMENTATION AND RESULTS 

The bat sonar method was developed by examining a connected network with numerous nodes. The 

bat is programmed to walk on the arcs starting from its start node and travelling to nearby nodes with each 
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step until it finds a food supply node. The bat can be programmed to "read" and "write" to produce its self-

pheromone on the arcs. In-order to evaluate the efficiency of the algorithm, the following fitness functions 

were examined by applying the algorithm: 

i) A maximum value by variable-third order polynomial. 

ii) A maximum value by variable-fifth order polynomial. 

iii) A maximum value by polynomial with more than one variable. 

iv) A maximum value by exponential with more than one variable. 

v) A maximum value by trigonometric as well as periodic function with constant function in regular 

intervals. 

All tests were included with initial parameters where N=5, Fixed θ=π/12 as well as maximum 

iterations of 100. The best solution is determined by the degree of performance by the obtained the pool of 

solutions, which rates the efficiency of the algorithm. The algorithm was analysed and compared with genetic 

algorithm with the same fitness function. The results of the comparison were based on the fitness function as 

well as the execution time needed to accomplish every function. The obtained results reveal that algorithm 

performs well to accomplish best solution (values). Several problems in the bat algorithm were discovered 

during the adaption of the algorithm into the experimental research. The following are the challenges: 

 When locating the target, the number of bats used in the algorithm is minimal and does not reflect the 

normal population size of a bat colony. 

 During the search for the optimal fitness value in exploration and exploitation, the population in the 

search space should be substantial. 

 The beams' transmission is static in terms of direction 

These difficulties result in late convergence, resulting in lower effective accuracy, although in the optimal 

solution, better precision and quicker processing are achieved. However, because actual bats echolocation has 

numerous aspects that might be added, the algorithm does not accurately reflect the genuine behaviour of 

bats echolocation in nature. 

As presented in Figure 3, the clusters are created using Apache Hadoop, the total number of 

processors on the cluster is presented by MaxProcs in the log. This does not represent the nodes in the log 

that the workers were able to reach and use. Furthermore, the record only includes jobs sent through the 

grid's resource brokers and excludes loads created locally. The data vectors are randomly spread over a 2D 

grid. Agents, or bats, are placed in a 2D grid at random. The bat visits each neighbourhood throughout each 

iteration step and decides whether or not to pick. The algorithm is terminated as soon as the ideal solution is 

found and the termination condition is met; otherwise, the procedure begins and continues. The data centres 

will provide a set of tasks that would be started and performed on the hosts, depending on the virtual machine 

type. This solution includes both static and dynamic type, depending on the current machine condition. The 

main parameters are virtual machine (VM) cost, network bandwidth, VM sort, random access memory 

(RAM) capacity, penalty, datacenter load, disc size, and CPU processing speed.  
 

 

 
 

Figure 3. Clusters with node address 
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There is no general method for deciding their optimum combination when choosing parameters. As 

shown in Figures 4 and 5, the experiment relies on the aggregated throughput for big data task scheduling 

with higher concurrency. The graph in Figure 5 illustrates the relationship between the fitness value and the 

number of generations. This relationship demonstrates how the fitness of the population evolves over 

successive generations during the optimization process. Specifically, it highlights the trend of fitness 

improvement or degradation over time as the algorithm iterates through generations. This graphical 

representation serves to provide insight into the convergence behavior and effectiveness of the optimization 

algorithm employed in the study. 

 

 

  
 

Figure 4. Performance of algorithm obtaining 

higher throughput 

 

Figure 5. Fitness function result 

 

 

5. CONCLUSION 

The major goal of cloud computing is to provide cloud customers with the best possible big data 

task scheduling with the least amount of downtime, as well as load balancing with increased concurrency. 

The primary purpose of big data task scheduling algorithms is to efficiently fulfil these goals. Task 

scheduling is a crucial element in improving the overall efficiency of complicated resource allocation 

strategies, therefore the proposed approach tackles a wide range of task scheduling difficulties. For control 

and administration in the cloud computing environment, bat sonar algorithm is utilised. To tackle this 

resource allocation challenge, The bat algorithm and DNA based computing are projected to concurrently 

resolve all of the scheduling task's problems, including reaction time, waiting time, and turnaround time as 

well as provide efficient dynamic resource allocation, and process workload considerably faster. 
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