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 Disease diagnosis is most challenging task today. Different datasets are 

available in web source that contains important features to diagnose the 

diseases. This paper explores different classification algorithms on medical 

liver bench mark datasets like BUPA and Indian Liver patient dataset 

(ILPD). The ILPD is best fit for the model and also gives high classifier 

accuracy. In proposed model the following classifiers like Naïve Bayes 

(NB), support vector machine (SVM), K-nearest neighbor (KNN), decision 

tree (DT), and random forest (RF) classification, multi-layer perceptron 

(MLP), artificial neural network (ANN), deep belief network (DBN) and 

probabilistic neural network (PNN) are used. The results shown that ILPD is 

best dataset for all classifiers and RF classification in particular is best 

classifier. 
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1. INTRODUCTION 

Medical datamining is a prominent research area to extract the meaningful data from the given 

features. A key challenge is to diagnosis the disease [1]. In earlier days doctors observes complete 

information about the tests and come to know the conclusion that the person is diagnosed with some disease. 

Now a days, especially in medical field is digitized and new innovation strategies comes in to the picture to 

diagnosis the disease without human intervention. One such innovation is classification. In this technique the 

model is trained with some known samples along with the class label or decision. When a new sample is 

supplied to the model, based on the training samples the model will generate the decision result. Liver 

disease accounts for two million deaths per year and is responsible 1 out of every 25 deaths worldwide. 

Classification of Liver disease is the most challenging task this paper explores the following traditional 

classification algorithms [2] like Naïve Bayes (NB), K-nearest neighbour (KNN), decision tree (DT), random 

forest (RF) classification model, support vector machine (SVM) on the other hand soft computing-based 

classification algorithms [3] like multi-layer perceptron (MLP), artificial neural network (ANN), deep belief 

network (DBN) and probabilistic neural network (PNN), The following Figure 1 depicts classification of 

supervised learning techniques. 

https://creativecommons.org/licenses/by-sa/4.0/
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Figure 1. Classification of supervised learning techniques 

 

 

2. RELATED WORK 

In Related work best classifiers [4] like SVM, KNN, DT, SVM, PNN, and MLP are identified 

especially in health-related datasets. These classifiers were further classified into both traditional and soft-

computing based and then techniques will be applied to liver benchmark datasets. 

 

2.1.  Traditional classification algorithms 

2.1.1. NB 

It is a supervised learning algorithm worked for classification algorithm based on Bayes’ theorem [5] 

based on prior knowledge which depends on conditional probability. Bayes’ theorem formulae is given as: 

 

𝑃(𝐴|𝐵)  =  (𝑃(𝐵|𝐴)  ∗ 𝑃(𝐴))/(𝑃(𝐵)) 

 

were, 

Posterior probability is given as P(A|B) that is hypothesis of A on event B. 

The Likelihood probability i.e., evidence given that hypothesis is true. 

Advantage: 

− It is a simple classifier works on small dataset. 

 

2.1.2. SVM 

The SVM is a type of supervised machine learning technique that may be used for both 

classification and regression tasks. Its goal is to identify a hyperplane in a space with N dimensions that 

effectively separates the data points into discrete classes. The size of the hyperplane is determined by the 

number of features. In Figure 2 depicts SVM classifier. 

 

 

 
 

Figure 2. SVM classifier 

 

 

Advantages of SVM: 

i) SVMs are highly effective in handling high-dimensional instances. 

ii) The approach demonstrates memory efficiency by utilizing a limited collection of training points, referred 

to as support vectors, in the decision function. 

iii) It is possible to specify different kernel functions for the decision functions, and it is also feasible to 

specify customized kernels. 
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Battineni et al. [6] suggested the SVM a classification approach to predict the dementia to achieve 

optimized results. The proposed approach exhibits an accuracy of 68.75% and a precision of 64.18. Dementia 

a disorder caused by brain disease or injury is one of the major health issues challenged by health experts.  

It was identified the especially the senior citizen people whose age is greater than 60. It results lack of 

memory skills and perform daily activities. For the last two decades lots of research made by computer 

scientists and health experts for this disease. Still, there is an urge for detection of dementia. ECG data 

collected by the Kardia Mobile app can accurately forecast the risk of cardiac illness. The study [7] results 

revealed that SVM classifier surpassed traditional statistical methods and achieved accuracy to predict the 

risk of heart illness. 

 

2.1.3. KNN classifier 

This classifier serves as supervised learning technique. The KNN method utilizes the similarity 

between a new sample and the training examples to predict the results of the new sample as being closest or 

most similar to the instances in the training set. Figure 3 depicts KNN classifier. 

Cardiac illness is the primary cause of deaths in India. The recorded mortality rate in AP accounted 

for 32% of all deaths, which is comparable to the rates observed in Canada (35%) and the USA. Therefore,  

it is necessary to have a decision support system that provides guidance on implementing key preventative 

measures in order to prevent these elevated mortality rates. The author proposed the combined KNN and 

genetic algorithm (GA) [8] is the outstanding classifier compared with others to diagnose heart disease.  

The proposed results show higher classification accuracy for many datasets particularly heart disease for A.P. 

A comparative analysis was conducted to categorize and predict cases of heart disease using several 

classifiers [9]. The goal was to achieve accurate classification while using as few attributes as possible.  

The dataset comprises a total of 76 attributes, which includes the class attribute. The results indicate that 

KNN outperforms JRip, J48, and decision table, making it the most effective classifier. 

 

 

 
 

Figure 3. KNN classifier 

 

 

2.1.4. DT 

It is a binary tree [10] is a kind of supervised learning algorithm that is skilled in solving regression 

as well as classification challenges. However, it is mostly used for dealing with classification. A tree-

structured classifier is used, including internal nodes signifying dataset features, branches indicating decision 

rules, and each leaf node indicating a result. In Figure 4 show the model of DT. 

 

A.  Attribute selection measures (ASM) in DT 

When implementing a DT, a key challenge arises with the selection of the most appropriate attribute 

for both the root node and the sub-nodes. In order to tackle these issues, the utilization of a technique called 

ASM might be employed. Using this metric, we can readily determine the optimal attribute for the nodes in 

the tree. There are two widely used approaches for ASM (1) and (2), namely: 

information gain, 

 

𝐼𝐺(𝐿, 𝑋) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑋) − ∑
𝑥1

𝐿
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑥1)𝑠𝑝𝑙𝑖𝑡  (1) 

 

gini index, 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ 𝑃(𝑖). 𝑙𝑜𝑔2𝑃(𝑖)𝑖  (2) 
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High entropy: more uncertainty 

Low entropy: more predictability 

 
 

 
 

Figure 4. DT classifier 
 

 

2.1.5. RF classifier 

It is a machine learning technique employed for solving both regression and classification problems. 

It employs ensemble learning, a method that combines multiple classifiers to solve challenging problems 

shows in Figure 5. The RF method determines the result by relying on the predictions made by the DTs.  

It makes predictions by calculating the average or mean of the output generated by several trees. Enhancing 

the quantity of trees enhances the accuracy of the result. 

To predict chronic kidney disease (CKD), data mining approaches are applied. They suggested that 

the RF classification approach [11] is the most appropriate classifier when compared to other techniques like 

J48, NB tree, and REP tree, based on the accuracy of categorizing examples. The KNN classifier and logistic 

regression [12] classifier is outstanding classifier compared to the SVM and RF classifier. The former 

achieved 100% accuracy in the CKD dataset and 85% accuracy in the heart disease dataset. The suggested 

model additionally suggested employing principal component analysis (PCA), a technique used to decrease 

the number of features in a dataset. 

This proposed study [13] employs machine learning methods, including KNN, DT, and RF, to 

predict and analyze the Pima Indian diabetes dataset. The findings indicated that the RF model had superior 

performance, with an accuracy rate of 0.84. Tareq [14] recommends using the RF classifier technique on the 

sleep health and lifestyle (SHL) dataset, which consists of three classes: insomnia, sleep apnea, and none, and 

this classifier achieves 88% accuracy. 

 
 

 
 

Figure 5. RF classifier 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Comparative analysis on liver benchmark datasets and prediction … (Tilakachuri Balakrishna) 

1047 

2.2.  Soft-computing classification algorithms 

2.2.1. MLP 

It is a fully connected feed-forward neural network contains at least three layers one is input layer; 

second hidden layer and last layer is output layer. This model accepts more than one hidden layer also. Each 

unit within a layer is connected to units in adjacent levels, allowing for homogeneous computing from the 

input layer to the output layer shown in Figure 6. Safar et al. [15] MLP network to identify trends in various 

healthcare datasets like Diabetes, Heart Disease, Breast Cancer, Liver, and Parkinson have achieved 

accuracies of 97.6%, 94.73%, 98.74%, 73%, and 100% respectively using various ML algorithms such as 

RF, DT, extra trees, NB, GBoost, KNN, LR, MLP, EXGBoost, and SVM. 
 

 

 
 

Figure 6. MLP classifier 

 
 

2.2.2. ANN 

In late 90’s and early 20th century majority of research work carried out in the area of ANN [16]. 

Now, neural networks have been used in different fields of research areas which include defense, aerospace, 

expert systems, recommendation systems and many. Ozyilmaz and Yildirim [17] a hybrid network conic 

section function neural network (CSFNN) has the best classifier for diagnosing hepatitis. Early over MLP is 

the good choice for the dataset but later radial basis function (RBF) produces promising results the drawback 

of these methods is random weight initializing in training. In Figure 7 shows the ANN classifier. 

 

 

 
 

Figure 7. ANN classifier 

 
 

2.2.3. DBN 

DBNs are utilized to tackle the limitations of traditional neural networks in deep hierarchical 

networks. For instance, delayed learning, getting trapped in local minima due to inadequate parameter 

selection, and necessitating a substantial amount of training datasets. The DBN method is a technique used 

for unsupervised probabilistic deep learning shown in Figure 8. 

Elkholy et al. [18] proposed a DBN classifier that accurately predicts CKD with an accuracy 

percentage of 98.5. The proposed model utilizes a DBN with softmax classifier and the categorical cross-

entropy as the loss function. In Figure 8 depicts the model of DBN. 
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Figure 8. DBN classifier 

 

 

2.2.4. PNN 

It is a type of feedforward neural network that is specifically designed for the purpose of solving 

pattern recognition and classification tasks [19]. The PNN approach approximates the parent probability 

distribution function of each class by utilizing a non-parametric function and Parzen window. The probability 

density function (PDF) of each class is subsequently utilized to estimate the class probability of newly 

inputted data [20]. Bayes’ rule is used to determine the class having the highest posterior probability for the 

new input data. This strategy reduces the likelihood of misclassification. In Figure 9 depicts the PNN 

classifier. PNN algorithm [21] gives the better classification accuracy percentage of 96.7%, compared to 

algorithms like SVM, RBF, and MLP on CKD. Femil and Jaya [22] proposed PNN classifier to accurately 

categorize the stages of skin lesions in a skin cancer dataset. The entire project was implemented using 

MATLAB, and the results demonstrate that the proposed method achieves ideal outcomes with a maximum 

accuracy of 97.83%. 

 

 

 
 

Figure 9. PNN classifier 

 

 

3. PROPOSED MODEL 

The proposed model contains the following stages shown in Figure 10 firstly; it will work on liver 

bench mark datasets. 

1. BUPA dataset [23] donated by BUPA medical research Ltd. The data set contains the 7 features namely 

mean corpuslar value, alkphos, sgpt, sgot, gammagt, drinks and selector (decision label). 

2. ILPD [24] donated by Ramana, Bendi. It has 11 features namely age, gender, tb, db, alkphos, sgpt, sgot, 

tp, alb, A/G Ratio, and class label. 
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Figure 10. Proposed model architecture 

 

 

The major finding observed in both the data sets are the features like alkphos, sgpt, sgot are common 

and these were very important for decision making process. In Table 1 depicts the summary of datasets and 

sample information. Secondly, in data-preprocessing stage few null values of the records in both the datasets 

were eliminated and in Liver patient dataset the gender coloumn is dropped. Thirdly, in modelling stage both 

the traditional and soft-computing based classifiers will work on both the bench mark datasets. 

 

 

Table 1. Datasets and samples 
S. No Name of the dataset No. of instances No. of features No. of classes 

1 BUPA 345 7 2 

2 Indian Liver patient dataset (ILPD) 583 11 2 

 

 

Algorithm RF classifier: 

− Step1: randomly sample K data points from the training set. 

− Step2: create the RF with the n_estimators which represents the random trees. 

− Step3: fix the parameters for RF algorithm (bootstrap=true, max_depth=3, max_features=‘log2’, 

n_estimators=310). 

− Step4: calculate the accuracy decision of test data based on majority voting and calculate the accuracy. 

Fourthly, the evaluation metric accuracy is calculated using the standard formulae. Accuracy is a 

quantitative measure used to assess the performance of classification models. Informally, accuracy (3) refers 

to the proportion of correct predictions made by our model. 

 

Accuracy= 
𝑁𝑜.𝑜𝑓 𝑇𝑟𝑢𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜.𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 (3) 

 

For binary classification, accuracy (4) may also be computed by considering the number of true positives and 

true negatives in the following manner: 

 

Accuracy=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (4) 

 

finally, last stage is the comparison stage where we find the best classifiers and best dataset fit into the 

model. 

 

 

4. RESULTS AND DISCUSSION 

The experiment was done using Anaconda Navigator [25] Jupyter Notebook a python frame work, 

The necessary packages was pandas, NumPy, Matplotlib, Seaborn, Sklearn, Keras, and NeuPy. Table 2 

shows the accuracy of supervised algorithms and for all the algorithms the train and test set split were 80% 

and 20%. RF has achieved best accuracy of 78.26% on BUPA dataset and 78.53% on ILPD compared to 

other classification approaches. 

Our study suggests that soft computing-based classifiers such a ANN, DBN and PNN exhibits poor 

accuracy in BUPA dataset and on the other side. The ILPD is best suitable dataset for both traditional 

classifiers like NB, SVM, KNN, DT, and RF and soft computing-based classifiers. In Figure 11 show 

accuracy of classifiers where X-axis represents the list of both traditional and soft-computing based 

classifiers and Y-axis represents accuracy percentage on both BUPA and ILPD datasets. 
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Table 2. Accuracy of supervised learning algorithms on BUPA and ILPD dataset 
S. No Name of the classifier BUPA dataset ILPD dataset 

1 NB 52% 57% 
2 SVM 76.81% 73.06% 

3 KNN 69.57% 65.28% 

4 DT 65.22% 73.06% 
5 RF 78.26% 78.53% 

6 MLP 73.91% 72.02% 

7 ANN 39.13% 73.06% 
8 DBN 39.13% 72.02% 

9 PNN 65.22% 75.21% 

 
 

 
 

Figure 11. Comparison graph 
 

 

5. CONCLUSION 

Based on the results we found that ILPD correlates with BUPA Dataset. The top classifiers both 

traditional based and soft-computing like NB, SVM, KNN, DT, RF, MLP, ANN, DBN, and PNN in this 

study tended to have an inordinately gives best accuracy results to Indian LPD in compared with BUPA 

dataset. However, further and in-depth studies may be needed to improve its classifier performance. 
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