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Abstract 
Owing to the limited calculation precision during digital signal processing, the intermediate stages’ 

signal-bit-width truncation should be executed to realize the conversion from high precision to low one. As 
method of direct truncation will degenerate the Spurious FreeDynamicRange (SFDR) performance of the 
output signal, this paper proposed that additional digital dither should be added before operation of 
truncation, which could decline the harmonic distortion efficiently and extend the dynamic range of the 
truncated signal significantly. Two simulations for truncation operation towards signal with additive 
Gaussian dither and uniform dither are carried out to prove the validity of the proposed method. 
Comparative studies demonstrate that the proposed algorithm applied in Gaussian dithering and uniform 
dithering could improve the output SFDR performance by about 16dB and 15dB respectively. 
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1. Introduction 
With the introduction of advanced Field Programmable Gate Array (FPGA) architectures 

which provide built-in Digital Signal Processing (DSP) support such as embedded multipliers, 
block RAMs DSP blocks and so on, a new hardware alternative is available for DSP designers 
who can get even higher level of performance than those achievable on general purpose DSP 
processors [1]. In order to reduce the cost of hardware while increasing throughput rates, most 
digital FPGA implementations of signal algorithms rely solely on fixed-point approximations, 
such as frequency mixing, signal decimation, and filtering and so on. The inevitable problem 
caused by fix-point calculation is the growth in bit width. Especially after multistage calculation, 
the increment of bit width of final output data, compared to that of original input data, turns out 
to be very considerable. When the latter stages’ allowable processing bit width tends to be 
short, we need to transform the previous stages’ output bit width into some extent in order to 
accommodate the width requirement of the latter stage.  

The strategies for bit-width conversion can be roughly categorized into two groups [2]. 
The first one is basically an analytical approach coming from those algorithm designers who 
analyze the finite word length effects due to mantissa processing arithmetic. The other approach 
is based on bit-true simulation origination from the hardware designers. The analytical approach 
started from attempts to model quantization error statistically; then it was expanded to specific 
linear time invariant (LTI) systems such as digital filters, FFT, etc. In the past three decades, 
numerous papers have been devoted to this approach [2-5]. The bit-true simulation method has 
been extensively used recently [6-8]. Its potential benefits lie in its ability to handle non-LTI 
systems as well as LTI systems. Whatever, the aforementioned two approaches have the 
similarity of handling and analyzing data influence at the output port of some certain stage. 
While this paper proposes a new way, which tends to firstly introduce some difference (i.e. 
digital dither the below mentioned, compared to analog dither in ADC-optimizing field [9]) into 
the input port of some certain processing unit and then execute mantissa processing at the 
output port. There are mainly two types of mantissa processing: truncation and round to 
nearest. Round to nearest employs an extra adder for the rounding operation, while truncation 
directly chops the bits lower than required lest significant bit, which is the main type we concern 
in this paper. Mantissa processing towards multi-bit data, is a transformation process from high 
quantized precision to low one. Due to the reduction in quantization width, truncation error is 
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aroused, which leads to the noise peak in the output spectrum caused by harmonic distortion, 
and reduces the spurious free dynamic range (SFDR).  

Sampling operation of ADC can also be considered as a transformation process from 
high quantized precision to low precision. Dither technology [10-14] aims to reduce the 
quantization effect of analog-to-digital convertor and improve the SFDR performance drastically, 
mainly by means of adding random noise into ADC input signal. Based on the dithering 
principle, this paper mainly draws digital dither into analysis of truncation error and conduct the 
study of restraining truncation error. In order to improve the harmonic distortion caused by bit-
width truncation, we need to add appropriate random noise into the pre-truncated signal with 
long bit-width before truncation operation is executed. The proposed method works in pure 
digital domain, which will be easily and efficiently applied to most of the digital processing 
systems. 
 
 
2. Truncation Error Analysis 

Generally speaking, error sources in digital systems mainly come from the following two 
aspects: 1) Quantization error exported by ADC; 2) Truncation error introduced by finite word 
length effect. For options in which the circuit structure is fixed, it is impractical to reduce ADC’s 
quantization error. As a result, truncation error becomes the major target needing resolved. 

Digital signal processing is based on a series of algorithm, whose computational 
accuracy determines the accuracy of the final output result. In order to obtain higher precision in 
field programmable gate array (FPGA), the bit-width allocated in intermediatestages tends to be 
longer than that in the final result. For instance, most of digital signal calculation in FPGA are 
developed in fixed-point arithmetic, which means the operands are all integers. The whole 
calculation process always contains a series of steps, such as multiplication, filtering, signal 
compressing and so on, which will absolutely increase the efficient bit-width of intermediate 
results. Take a look at the logic resource of FFT IP core within ALTERA series’ FPGA, whose 
longest acceptable input bit-width is 24-bits. After operation such as 
quantization、 、mixing filtering and so on, signal, whose bit-width is mostly longer than 24-bits, is 
sent to the input port of the IP core. Then, redundant bits should be cut so as to satisfy the 
requirement.  

Assume ( )x n  is the final output signal with effective bit width of A after a series of 

calculation, and ( )y n  is the truncated signal with effective bit width of B. Executing fix-pointed 

calculation in FPGA, the most simple and also the easiest method for truncation is discarding 
the lowest certain bits directly. Let ( )z n  represents the discarded error signal with bit width of 

A-B, then, we get the following equation: 
 

( ) ( ) 2 ( )A Bx n y n z n                              (1) 

 

Let ( )jX e 
、 ( )jY e   and ( )jZ e   represent the Discrete Fourier Transformation 

(DFT) of ( )x n 、 ( )y n  and ( )z n  respectively. According to the linear property of Fourier 

Transform, we can get: 
 

0 0

( ) 2 ( ) ( )j A B j n j n

n n

X e y n e z n e  
 

  

 

                      (2) 

 
Which means, 
 

( ) 2 ( ) ( )j A B j jX e Y e Z e                     (3) 

 
Equation (3) indicates that, in the case of relevant spectrum parameters (e.g. SFDR) of 

( )x n  under certain, the spectrum quality of truncated signal ( )y n  is affected by truncation 

error ( )z n . 
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As mentioned above, ( )y n  is achieved by discarding the lowest A-B bits of ( )x n . 

Signal constructed by the discarded A-B bits is called ( )z n , then, ( )x n  and ( )z n  become 

established as: 
 

( ) ( )(mod 2 )A Bz n x n                     (4) 

 
As shown in Equation (4), symbol ‘mod’ represents the congruence operator, which 

means the remainder achieved by ( )x n  dividing 2A B . Assume 1( ) [0, 2 ]Ax n m   , then 

Equation (4) is equivalent with the following formula: 
 

( ) (mod 2 )A Bz m m                        (5) 

 

Equation (5) means retaining the lowest A B  bits of m . Let 2 1A B   , then 
Equation (5) can be described as Figure 1. 

 

m


1 ( )z m

1 
 

Figure 1. Function of Truncation Error 
 
 
Having a close-up view of Figure 1, it is not difficult to find that, the truncation error 

function ( )z m  has the similar property with ADC’s quantization error, especially the periodicity 

and linearity. The difference lies in that, ( )z m  is a periodic discrete linear function, with a period 

of 1 2A BN     . Such periodicity of the truncation error ( )z m  is reflected in the harmonic 

on the output spectrum, which will degenerate the spectrum quality after truncation. 
 
 
3. Dither Principle 

Dither is a kind of random jitter signal, which is completely independent with ADC’s 
analog input signal, [15]. Harmonic may come from ADC’s coherent sampling, quantized noise 
and periodicity of differential nonlinear error, who are created by the existed certain relevance 
among sampling, quantization and input waveform, [16]. Dither is just employed in order to 
damage the relative fixed relationship. Adding dither into ADC’s input signal and wiping off the 
noise at the output port with digital methods, the SFDR will be improved. The operation principle 
is as shown in Figure 2. From the view of amplitude, the additive dither can be classified into 
dither with high amplitude and low amplitude. While from the view of frequency, the additive 
dither can be classified into wideband dither and narrowband dither. Application occasions vary 
with different kinds of dither. 

 

 
 

Figure 2. Principle of Dither 
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The principle of dither shown in Figure 2 involves ADC and its relevant analog circuit 
design, which is not that easy to implement in a fixed digital system. That’s why we need a kind 
of pure digital method to restrain truncation error, i.e. this paper referred digital dither. 

 
 

4. Dither-based Restraints of Truncation Error 
Similar with ADC’s quantization principle, truncation towards long data bit-width is a 

transformation process from high quantization precision to low precision. During the process, 
detailed information between two adjacent sample point decrease with the reduction of 
quantization steps, which leads to the fact that continuously variable details among several 
sample point of the high precision signal turn into a flat step without any variation. Meanwhile, 
harmonic distortion is introduced and SFDR is decreased, [17, 18]. 

Among the range of ( ) [0, 2 1]Ax n m   , truncation error ( )z m  is a discrete 

sawtooth wave function with period of N. When [0, 1]m N  , ( )z m m . Thus the N-point 

Fourier Series of ( )z m  is listed as: 

 

0

1 1
(2 / )

0 0

( )
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                    (6) 

 

Coefficient ka  in the Fourier Series expression Equation (6) is: 
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Fourier transformation expression of periodical signal ( )z m  within one period can be 

obtained from Equation (7). 
 

/1

0

2
( ) ( )

sin( / )

j k NN
j

k

e k
Z e j

k N N


   







                   (8) 

 
When k  value is small, the amplitude-frequency characteristic function can be 

described as: 
 

2
( ) ( )j

k

N k
Z e

k N
                      (9) 

 
What can be deduced from Equation (9) is that, variation of harmonic amplitude has a 

inverse ratio to the value of k , and attenuates slowly. In order to rapidly attenuate the harmonic 

amplitude in the truncation error, we plan to add random noise with width of A B  bits into 
signal ( )x n  before truncation operation is executed. The added random noise is the so-called 

dither discussed in this paper. Width of dither is based on the following consideration: 1) Over-
high amplitude will introduce floor-noise-rising of ( )y n ; 2) Undersize amplitude is inadequate 



                       ISSN: 2302-4046 
           

 TELKOMNIKA Vol. 12, No. 7, July 2014:  5420 – 5429 

5424

for changing the step-characteristic of ( )y n . The additive dither with A B  bits should not 

affect the floor-noise, but will well change the step-characteristic of ( )y n . 

As dither is a statistic signal, we need to represent truncation error with mathematical 

expectation. Let signal d  indicates the additive dither, and [0, 2 1]A Bd Z   , where Z  

represents the set of integers, which means d  is a discrete random variable. Assume the new 

truncation error is ( )z m , then: 

  

1

0

( ) [ ( )]

( ) ( )
N

l

z m E z m d

z m l p l




  

 
               (10) 

 

In Equation (10), 2A BN  , and ( )p l  is the distribution function of random variable d , 

and: 
 

( ) { }p l P d l                          (11) 

 
Equation (10) can be reckoned as the cross-correlation function of signal ( )z m  and 

distribution function ( )p l . The frequency-domain expression can be written as: 

 

( ) ( ) ( )j j jZ e Z e P e                         (12) 

 
In the following analysis, dither with Gaussian distribution and uniform distribution are 

introduced to demonstrate the restraint on truncation error. 
 
4.1. Gaussian Dither Restrains Truncation Error 

When dither is a discrete signal with Gaussian distribution [19], we need to work out the 
distribution function of Equation (11), i.e. ( )p l . 

Assume the continuous random variable ( )d t  obeys Gaussian distribution, with 

average value of   and variance of 2 , i.e. 2( ) ( , )d t N  � . Suppose ( )d t  and d abide by 

the relationship as: 
 

( )d d t                         (13) 

 

( )d t    means the biggest integer not greater than ( )d t , then ( )p l  can be achieved 

from the following equation: 
 

2
1

2

1 ( )
( ) exp[ ]

22

l

l

t
p l dt


 

 
                 (14) 

 

The Fourier transformation of ( )p l  is ( )jP e  , and: 
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The amplitude-frequency characteristic is: 
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Let 
2

20

1 ( )
exp[ ] 1

22

N t
Q dt


 


   , where value of Q  indicates the area among 

the range of [0, ]N  below the probability density plot of ( )d t . Value of Q  will diminish, as 

variance 2  increases. Because ( ) 1jP e Q   , ( )jP e   will diminish with the increase of 

2 . Thus, what can be inferred from Equation (12) is: 
 

( ) ( ) ( )

( )

( ) ( )

j j j

j

j j

Z e Z e P e

Z e Q

Z e Z e

  



 







 



 

�                         (17) 

 
Equation (17) tells us that, because of the influence of Gaussian dither, the harmonic 

amplitude in truncation error spectrum is smaller than that without Gaussian dither. Meanwhile, 

the harmonic amplitude will decrease significantly with the increase of 2 , which efficiently 
illustrates dither’s restraint on truncation error. 
 
4.2. Uniform Dither Restrains Truncation Error 

When the additive dither is a uniform distributed signal and [0, 1]d N Z   , the 

distribution function ( )p l  can be achieved according to the definition of uniform distribution, 

[20]. 
 

1
( ) { }p l P d l

N
                    (18) 

 
Execute Fourier transformation towards Equation (18): 
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Then, the amplitudefrequency characteristic of the truncation error is: 
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In actual cases, because of the finite length effect of uniform distributed dither, the 

occurrence probability of each point in Equation (18) turns not out to be always the same and 
exists a certain difference from the ideal value of 1/ N . As a result, the actual value of 

( )jZ e   will not equal to zero, but only be close to zero. Anyhow, what can be inferred from 

the above analysis is that uniform distributed dither also has the ability to restrain truncation 
error effectively. 
 
 
5. Simulation and Verification 

Assume ( )x n  is a sine signal with bit-width of 14A   bits. The sample-rate is 1MSPS 

and frequency stands at 170kHz. Width of signal ( )y n  obtained after truncation is 10B  . 

Then the width of truncation error ( )z m  is 4A B  . 

Firstly, add a Gaussian dither with width of 4 bits into signal ( )x n . Comparison chart in 

time-domain and frequency-domain of the truncation error ( )z m  of signal without dither and 

( )z m  of signal with dither can be shown in Figure 3 and Figure 4. 

 
 

 
 

Figure 3. The Time-domain Comparison of 
Truncation Error without and with Gaussian 

Dither 

Figure 4. The Frequency-domain Comparison 
of Truncation Error without 
and with Gaussian Dither 

 
 

Figure 3 tells the fact that waveform of truncation error without Gaussian dither in time-
domain appears obvious periodicity, which leads to the harmonic distortion in the spectrum in 
Figure 4. The influence caused by harmonic distortion of truncation error is that, it will introduce 
a redundant peak signal in the spectrum of truncated signal ( )y n . Performance of SFDR goes 
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worse owing to the mentioned influence. With additive dither, the periodicity is damaged, which 
helps decrease the harmonic distortion and increase SFDR of signal ( )y n , as shown in  

Figure 5. 
 

 
 

Figure 5. The Frequency-domain Comparison of Truncated Signal without and with Gaussian 
Dither 

 
 
It can be inferred from Figure 5 that, SFDR of truncated signal with additive Gaussian 

dither increases about 16dB. 
Put another two signal with frequency of 110kHz and 270kHz in ( )x n , and add a 

uniform dither with 4-bits, then, the time-domain and frequency-domain comparisons of ( )z m  

and ' ( )z m  are described in Figure 6 and Figure 7 respectively. 

 
 

 
 

 

Figure 6. The time-domain Comparison of 
Truncation Error without and with Uniform 

Dither 

Figure 7. The Frequency-domain Comparison 
of Truncation Error without and with Uniform 

Dither 
 
 
Same as what demonstrates in Figure 3, Figure 6 shows that the additive uniform dither 

damages signal’s periodicity, which helps increase SFDR of truncated signal ( )y n , as shown in 

Figure 8. 
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Figure 8. The Frequency-domain Comparison of Truncated Signal without and with Uniform 
Dither 

 
 
It can be inferred from Figure 8 that, SFDR of truncated signal with additive uniform 

Dither increases about 15dB. 
 
 

6. Conclusion 
In this paper, we have presented a new way to analyze the truncation error in digital 

systems, especially in FPGA that referred above. Comparing to the analog dither technology in 
ADC-optimizing field, digital dither is imported into the analyzing process of truncation error, 
which helps restrain it and improve the system performance. 

The proposed approach theoretically analyzes the peak noise introduced by truncation 
harmonic distortion, and deduces the mathematic expression of truncation error with additive 
dither based on statistical approach. In addition, MATLAB simulation of situations with additive 
Gaussian dither and uniform dither is presented. The simulation result reveals that, signals’ 
SFDR performance will be increased significantly if we add another dither signal before 
operation of signals’ precision conversion. The theoretically deduced expression keeps identical 
with simulation result. 
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