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A collection of genetic disorders and various types of abnormalities in the
metabolism lead to cancer, a fatal disease. Lung and colon cancer are found
to be main causes of death and infirmity in people. When choosing the best
course of treatment, the diagnosis of these tumors is usually the most
important consideration. This study's main objectives are to classify lung
cancer and its severity, as well as to recognize malignant lung nodules. The
suggested approach additionally classifies the stages of lung cancer in order
to recognize lung nodules. The convolutional neural network (CNN) is used
to detect lung nodules, identifying a nodule which is accurately segmented
and classified. The suggested method is separated into dual parts: primarily,
it classifies normal and abnormal behavior, and the subsequent one classifies
the different stages of lung cancer. Texture and intensity-based features are
extracted during the classification stage. When compared to other methods
such as nested long short-term memory (LSTM)+ CNN, the hybrid CNN-

LSTM obtains superior outcomes in terms of accuracy (99.35%), specificity
(99.30%), sensitivity (99.32%), and F1-score (99.29%).
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1. INTRODUCTION

Due to the combination of various varieties of abnormalities in biochemical and genetic diseases,
the dangerous lung cancer and colon diseases are caused. It is difficult to understand the disease’s nature for
segmentation and categorization of medical images accurately [1]. Computed tomography (CT) and magnetic
resonance (MR) of automatic segmentation of images achieve popularity [2]. Lung cancer is a very
dangerous disease which leads to death and offer poor predictions [3]. Various approaches are exploited
during the early phase detection of lung cancer, which comprises CT scans, magnetic resonance imaging
(MRI) and X-rays [4]. Convolutional neural network (CNN) algorithms are proven to be more efficient at
generating better sensitivity and reduced false positive detection rates [5]. Lung cancer is the uncontrolled
distribution of cells in the lung area. A difficulty in breathing is also brought on by lung cancer. Lung cancers
of non-small cells and small cells are among the several types of the disease. Early detection of lung cancer is
essential for lowering death rates [6]. Machine learning (ML) classifiers estimate the diagnosis of lung cancer
patients using extracted image characteristics automatically from WSiIs, contributing to precision oncology
[7]. Advanced results for image detection, segmentation, and classification are achieved using deep learning
(DL) based approaches [8]. The images from CT scans and positron emission tomography (PET) are the best
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ways for identifying the lung tissue region while developing cancer [9]. The sophisticated models resolve and
enhance the entire process of detecting lung cancer [10]. A multilayer brightness-preserving approach has
been exploited to frequently analyze the desired CT lung images to enhance the quality of lung image [11].

For segmentation and detection, the efficient low-level vector quantization (VQ) is engaged to
detect initial nodule candidates (INCs) inside the lung, which is computationally proficient when compared
to the current approaches [12]. To lower the false-positive (FP) rate, feature-based support vector machine
(SVM) is used in conjunction with rule-based filtering [13]. MediNet is a visual dataset for transfer learning
(TL) applications that solely contain medical images. For the Covid-19, diabetic retinopathy and chest
datafiles, all learning algorithm transfers are retrained using the fine-tuning approach, and the feature sets and
weight vectors are then utilized to detect diseases [14]. To provide the algorithm with a massive data file
containing all possible cancer cases in order to accurately classify colon and lung cancer. To enhance cancer
classification efficiency, an ensemble approach is employed [15]. the dual-tree m-band wavelet transform
(DTWT) is exploited to CT pictures which is implemented by Priya and Venkatesan [16]. At both higher and
lower frequencies, it produces sub-band coefficients. After that, low-frequency components are reset to zero.
This approach uses an SVM to accomplish superior prediction accuracy, which improves the system
performance. Then, reconstruction is carried out by employing components with higher frequencies.
Unfortunately, one abnormal image is mistakenly categorized using an SVM classifier by the conducted
procedure. Naive Bayes with cuckoo search optimization were used by Manickavasagam and Selvan [17] to
improve sensitivity and the accuracy of lung cancer. This method has the advantage of producing better
results and efficient training without requiring a large trial size of data files. On the other hand, the suggested
method reduces the sensitivity of nodule identification, diminishing the results.

MediNet and RdiNet were implemented by Reis et al. [18] which included the 10-class new visual
datafile known as MediNet. The RdiNet DL algorithm was implemented and used in TL applications for pre-
training and classification. To achieve good results, the implemented method MediNet made use of a small
dataset. Furthermore, it showed that the superior results are obtained in the medical industry when TL
techniques are applied. To improve the success rate of the TL approach, the MediNet's ten categories and
smaller sample size of data should be increased. A hybrid group approach of feature extraction was used by
Talukder et al. [19] to successfully identify lung and colon cancer. Civit-Masot et al. [20] developed a CNN
for the diagnosis of lung cancer. The evaluation of the variations in effective classification results was caused
by the addition of different strategies. This method increased false negative by decreasing precision,
sensitivity, and accuracy. From the above literature survey, the overall limitations are taken from reference
papers using an SVM classifier which erroneously identified an anomalous image, and the cuckoo search
optimization reduced the sensitivity of nodules identification. MediNet framed a small number of data as the
single feature extractor cannot deliver consistent results. To overcome these problems, a combined strategy
which increased the success rate of classification to the TL rate is required. This paper identified certain
limitations where the extraction of a single feature led to inadequately consistent outcomes. The proposed
method was suitable for classifying one abnormal image, lowered the sensitivity of node identification,
reduced the precision and sensitivity, and also increased the false negative. To reduce these limitations, the
new model is used to overcome the good classification result, increase sensitivity and precision, and also
used to decrease the false negative in the future work. The contributions are listed as follows:

i) A hybrid CNN-LSTM network is incorporated to assist in the automatic initial determination of lung
cancer patients.

ii) The performance of the technique used is measured using the receiver operating characteristic (ROC),
and an extensive evaluation of the study's results is provided in terms of performance measures.

The structure of this article is arranged as follows: section 2 explains the proposed method. section 3

represents the process of CNN-long short term memory (LSTM), and section 4 explains the results and

discussion, while section 5 describes the conclusion.

2.  PROPOSED METHOD

The classification of lung diseases and their general structure is depicted in the Figure 1. In the
proposed method, feature extraction techniques and ML models are used to predict lung cancer and colon by
utilizing lung histopathology and LC25000 colon image databases. To improve segmentation and
classification in the specified query image, the proposed method is introduced as it achieves the highest
sensitivity, accuracy, specificity and F1-score is demonstrated in this setup. The ideal representation of block
diagram of the developed system is given in Figure 1.

For identifying lung cancer, a greater number of classification phases are included in the proposed
method such as pre-processing, feature extraction, feeding into ML, TL, evaluation of the performance, and
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high-performance filter are used for lung cancer classification based on the query image. The measures like
accuracy, specificity, and F1-score are exploited to assess CNN-LSTM’s performance.

—

VGG16 DenseNetl 69

VGG19 DenseNet201

Featwre Extraction

[ |

Figure 1. Block diagram for developed system

2.1. Dataset

In this research paper, lung cancer and colon datasets of histopathological (LC25000) [21] images
are used to classify the query image and there are 25,000 images in both the datasets. Out of them, 15,000
images are from lung cancer dataset and 10,000 images are from colon cancer. In lung cancer, there are 3
classes in cell labels namely, adenocarcinomas, benignant tissue, and squamous cell carcinomas, and in
colon, there are 2 classes in cell labels namely, benign tissue and adenocarcinomas. Initially, there are 750
images of lung tissue, and from that, 250 images are squamous cell carcinomas, 250 images are
adenocarcinomas, and 250 are benign, and these sample images are enhanced to produce 25,000 images. The
LC25000 dataset are a sample of confirmed reference and HIPAA-compliant. In this proposed system, from
25,000 images of both colon and lung cancer images, only 10,000 images are used for classification and
prediction of lung cancer disease. From the 10,000 images, 4,200 and 2,800 images are in the combination of
both lung and colon, respectively, and 5,000 images are of colon tissues.

2.2. Pre-processing of dataset

Pre-processing of images in the dataset [22] gives brighter, clearer, and more detail-rich than the
original, making them suited for driving into models and achieving higher performance of the images. In
convolutional kernel matrix, weighted average of each pixel surrounding its neighborhood is given by using
convolutional filter. Various visual effects are evolved by different kernel’s shape and size. Mathematically,
the operation in convolutional is expressed as shown below.
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Let us assume, I = I(i, j)j.jll'_'_'_'_'_’xl is a grayscale image. Consider the convolutional matrix of the

kernel as M = M (k, l);‘:f_'_::_'f, where it uses n and m integers as non-negative in p =2n+1,q = 2m + 1.

When convolutional, M is applied for the query image , and produces the outcome as I = I'(i, j) ;="

where each (x0, y0) is expressed in (1).
I'(x0,¥0) = 2= —nZp= -m M (a,b) I (xo + a,y, + b) )
Where,1 < x,—nxo+n <N, 1 < yo—my,+m <M.

2.3. Transfer learning models
For analyzing the dataset and extracting features, the proposed method uses five TL models such as

MobileNet, DenseNet, 201VGG19, visual geometry group-16 (VGG16), and DenseNet201. ML approaches

are exploited to assess the performance of CNN-LSTM.

i) VGG16: the cores of gigger convolutional are replaced by 33 multiple convolutional cores in AlexNet are
enhanced by VGG16, and [23] causes decrease in the number of parameters and increase in the network
depth. Convolutional, fully linked layers, and pooling are the three components of VGG16 TL. The
convolutional layer uses filters to retrieve the information present in images; the two significant
characteristics are size of stride and Kkernel, while the poling layer reduces dimensionality and
computations while increasing the spatial density of the network. They interact with the lower levels in
completely linked layers in a fully connected manner.

i) VGG19: the VGG19 [24] model consists of 19 layers and is a feature extractor of weighted ground. For
the classification of the images into various 1,000 classes 3 dense layers and 16 convolutional layers are
combined. VGG19 was implemented by using ImageNet which contains million number of images and
are classified into 1,000 classes. There are 4 conv 1 max pool, 3 FC layers, 2 conv 1 max pool in
proposed method. As it employs 3x3 multiple filters convent, it is popular for photo prediction model.

iii) MobileNet: pointwise and depthwise convolutions are the two layers presented in MobileNet. To
minimalize computational cost in preliminary few layers, separable depthwise convolutions are
introduced, while depthwise convolutions are used to allocate various filters of input in every class, and to
develop a joint distribution, conv 1x1 (pointwise) is used in output of depthwise layers. After every
convolutional rectified linear unit (ReLU), and batch normalized (BN) is used. The accuracy trade-off and
delay calculate the efficiency, and are used to identify, segment, and categorize the images.

iv) DenseNet: DenseNet feeds forward every layer and effects the behavior of each continuous layer, known
as the CNN. There are a total of five layers in the DenseNet block, out of which the initial 4 layers are
thick and last layer is the transition layer; here, k is the rate of growth in every layer. 2x2 through a 2
stride and conv 1x1 is the average pool of transition layer if the rate of growth is 4, while 1x1 of 3x3 with
1 stride and conv are in four layers. DenseNet169, DenseNet networks, and DenseNet201 are used in
CNN-LSTM maodel for performance evaluation.

2.4. Deep feature extraction

Different current models are used and modified in this experiment so as to meet the requirements as
more attention was drawn by the proposed DL approach. To retrieve the specific attributes in the dataset, it
separates only few layers and uses the trained weights in the frozen layer, instead of training total model.
Significant features in images play a major role in effective identification of the images.

Feature extraction: this process is exploited to extract features from max-pooling of the last block
layer of an FC layer. The input image size is 128x128x3, before and after feature shapes are used in the
feature extraction procedure. After feature extraction, the feature's final size is 16,384. At this point, n refers
number of input images; further, input/output feature sizes for colon, lung, and other cancers are calculated.
The extracted characteristics are provided to the ML algorithm to evaluate each ML model’s effectiveness.
All of the TL models are applied using this method.

3. CONVOLUTIONAL NEURAL NETWORK AND LONG SHORT-TERM MEMORY
3.1. Convolutional neural network

In the proposed method, many filters are used to train the image at different phases by using CNN to
identify different properties of an image. The main aim of CNN is to retrieve local characteristics from
higher-level and processed to a lower-level. Each layer output is taken as input for next layers that starts with
the straightforward properties like edges, brightness and finds it more difficult when classifying each item
particularly. CNN consists of SoftMax layer, ReLU, convolutional layer, pooling layers, dense, and fully
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connected (FC). To demonstrate the feature maps mass, convolutional layer kernels are used. It uses
“stride(s)” to convolve a total input and by that, the measurements of outcome value come as an integer.
Padding a volume input with zero is done by using zero padding and continue its dimensions with features of
the lower-level. The working of convolutional layer is written in the (2).

F@,)) =UxK)@j) =XXIE+mj+n)K@mn) @

In the (2), the feature map outcome is denoted by F, input matrix is denoted by I, convolutional
layer working is denoted by I * K, m = n is the size of 2D filter which is represented by K. By keeping input
threshold value as zero, ReL U activation is computed and mathematically given as in (3),

f(x) = max (0,x) €))

3.2. Long short-term memory

LSTM consists of single input points, while feedback line present in LSTM is used to manage full
data sequence. LSTM is together with 3 gates namely, input, output, and forget; here, x, refers to the current
input, and h,_; and h, refer to the current and previous output, and new and prior states of cells are denoted
by C,_, and C,, correspondingly.

LSTM input gate is demonstrated in (4)-(6).

ip = o(W;. [he_q, x¢] + by) “)
a = tanh(W;. [h,_y, x:] + b;) ©®)
Co=f Coy+il, ©)

Sigmoid layer is utilized to determine which part of data to be considered by following h,_, and x,,
and is used in (4). To enhance the data h,_, , x, and h,_, should move with the layer of tanh in (5). The
current instant, C, and long-term memory in data is in (6), where W; is defined by the output of the sigmoid,
the output of tanh is denoted by C,, here C, is converted by C,_,. LSTM input gate bias is denoted by b;, and
weight matrices are defined as W;. For the selective transmission of data the sigmoid layer and dot product
together with the LSTM is permitted by the forget gate. Here in (7), the offset is referred to as by, weight
matrix is symbolized as W, and sigmoid function is represented by o, that is exploited to determine the
forget data matched with a specific probability from the earlier stage or not.

fe = o(Wr. [he_q, x] + by) (7)

The necessary states for the inputs of h,_; and x, are calculated by the LSTM’s, as shown in the (8)
and (9). C, is the new information that is carried by the decision vectors, and to generate final output tanh
function is retrieved and multiplied.

0, = o(W,.[he_y,xc] + by) (8)
h, = O.tanh(C,) 9)
Where, b, and W, denote the bias and weighted matrices.

3.3. Hybrid CNN-LSTM

An LSTM architecture known as CNN-LSTM is created particularly for the process prediction
issues including visual inputs like images or videos. For identifying lung cancer instances automatically,
three kinds of images of X-rays are used in this combination system. The structure of the architecture is
developed by fusing networks of LSTM and CNN, as classifiers CNN are used to remove the complex details
from LSTM and images functions.

The proposed hybrid network is used to detect the lung cancer disease as shown in Figure 2. The
network of 20 layers: 5 pooling layers, 12 layers of convolutional, 1 layer of LSTM, 1 output layer, and 1
layer of FC with a function SoftMax. Two or three 2D CNNs, a pooling layer, and a convolutional layer are
combined to create 25% rate of dropout of every dropout layer and convolutional block. The convolutional
layer is activated by using ReL U function, which has a 3x3 kernel size for feature extraction. The 2x2 kernels
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is the dimension of max-pooling layer which minimizes the size of the input image. The map function is sent
to the layer LSTM in the best section of the architecture to extract time data. (none,7,7,512) is the output
shape discovered by following the convolutional block. The LSTM input size is enhanced (49,512) using
reshape approach. The design classifies the image X-ray over a completely linked layer after analyzing the
time characteristics to determine which of the three categories (normal, lung cancer, and pneumonia) they
belong with. For difficult classification issues combination of CNN-LSTM method is utilized.
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Figure 2. A demonstration of the implemented hybrid network for lung cancer classification

3.4. High performance filter

The ML algorithms of the top three fill input into the ensemble learning procedure using a
mechanism called high-performance filtering (HPF) [25]. Finding the estimators that fill input into the
method of ensemble learning to get the final output, is the result of this HPF procedure. HPF in conjunction
with ensemble learning is used to evaluate the way of implemented model performs. In this analysis, the
number of performance metrics including specificity, sensitivity, F1-score, confusion matrix, and accuracy.
The proposed framework’s classifier algorithms have an accuracy rate of over 99% for the detection of colon
and lung cancer.

4.  RESULTS AND DISCUSSION

This section examines the performance of various TL methods. It then looks at the hybrid method
which incorporates a classifier voting model and a high-performance TL model. This study shows that the
MobileNet model performs better than each of the other TL models.

4.1. Analysis of lung cancer

A number of soft and hard voting classifier results of several TL models are displayed in Table 1.
From those results, MobileNet outperforms other average models with accuracy values. Furthermore,
MobileNet comprises a higher rate than the remaining models and the suggested model uses MobileNet in its
lung cancer dataset.
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Table 1. Evaluation of accuracy using TL
TL VGG16 (%) VGG19 (%) MobileNet (%) DenseNet169 (%) DenseNet201 (%)

Hard 98.7 98.89 99.89 98.77 99.66
Soft 98.99 99.24 99.78 99.19 99.91
Average 98.83 98.89 99.84 98.96 99.77

4.2. Analysis of colon

Additionally, Table 2 illustrates the evaluation of accuracy using TL. These positive findings are
made possible by effective feature extraction, ensemble soft voting classifiers, and appropriate pre-
processing. The accuracy label for the MobileNet model obtains its greatest level ever, since it provides
greater feature extraction than other TL models. A model is stronger and more effective if it receives
predictions from several models rather than just one. Because of this, the ensemble approach was employed
to obtain high-performance outcomes.

Table 2. Evaluation of accuracy using TL
TL VGG16 VGG19 MobileNet DendeNetl69 DenseNet201

Hard 99.80 99.61 99.78 99.69 99.79
Soft 99.80 99.61 99.78 99.69 99.79
Average  99.80 99.61 99.78 99.69 99.79

4.3. Analysis of lung and colon

Table 3 and Figure 3 represents the performance of various TL models and shows that the model TL
of MobileNet results superior on different average order models of TL. The accuracy rate on lung and colon
values is about 98.81%, 99.35%, 99.32%, 99.31%, and 99.12% for VGG19, VGG16, MobileNet,
DenseNet201, and DenseNet169.

Table 3. Evaluation of accuracy using TL models
TL VGG16 VGG19 MobileNet DeseNetl69 DenseNet201

Hard 99.3 98.52 99.3 98.75 99.27
Soft 99.4 99.1 99.35 99.5 99.35
Average 99.35 98.81 99.32 99.12 99.31
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Figure 3. Accuracy evaluation on lung and cancer dataset

4.4. Performance analysis of CNN-LSTM classification

The confusion matrix of the CNN competitive and implemented structure of LSTM for
classification of lung cancer is shown in Figure 4. The CNN architecture incorrectly identifies the 14 images
out of the 915, including three for lung cancer. Only eight images, and two images for lung cancer were
incorrectly categorized using the proposed LSTM model. It is discovered that the implemented network of
LSTM outperforms the rival network of CNN since it contains greater true negative and positive values along
with fewer values of false positive values and false negative. The lung cancer instances are effectively
classified using the implemented approach as a result.
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Figure 4. Confusion matrix of the proposed lung cancer detection system

Additionally, evaluating the performance of CNN classifier’s cross-entropy (loss) and accuracy
during the validation and training phases is also shown. At epoch 125, the accuracy for validation and
training is 94.4% and 96.7%, respectively. Similar to this, the architecture of CNN has a loss of validation of
0.26 and a loss of training of 0.09. Moreover, a visual representation of the cross-entropy (loss) and accuracy
performance evaluations of the LSTN classifier during the phases of training and validation is given. At
epoch 125, the achieved accuracy for validation and training is respectively 97.0% and 98.3%. The LSTM
architecture correspondingly has validation and training losses of 0.07 and 0.05. When compared to the
architecture of CNN, the LSTM architecture produces higher training and validation accuracy ratings. The
performance measures for each CNN are shown graphically in Table 4 and Figure 5.

Table 4. Assessment of CNN model

Class Accuracy (%)  Specificity (%)  Sensitivity (%)  Fl-score (%)
Normal 99.9 98.9 100 98.6
Pneumonia 98.6 99.9 97.8 98.7
Lung cancer 98.5 98.7 99.5 98.9
100 P
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# Accuracy = Specificity m Sensitivity ® F1-score

Figure 5. Graphical representation of CNN results

Table 5 and Figure 6 display the operation features for each class of the CNN+LSTM process.
Although the sensitivity of 99.6% suggests that false negatives are inadequate, the specificity of 99.5%
suggests the total number of true negatives is excessive. For pneumonia, it gains 98.4% sensitivity, 99.2%
F1-score, and 99.8% specificity. For the typical cases, it accomplishes 100% sensitivity, 99.8% specificity,
and 99.8% F1-score.

Table 5. Assessment of CNN-LSTM network

Class Accuracy (%)  Specificity (%)  Sensitivity (%) F1-score (%)
Normal 99.3 99.8 100 99.8
Pneumonia 99.5 99.8 98.4 99.2
Lung cancer 99.9 99.5 99.6 98.9
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Figure 6. Graphical illustration of CNN-LSTM

Moreover, the false positive rate (FPR) and true positive rate (TPR) ROC curves are combined to
assess the overall performance. It is evident that the network proposed outperforms the architecture of CNN
since its area under the ROC curve (AUC) is determined have values with CNN of 99.8% design, and 99.9%
for the architecture of CNN-LSTM. According to the results of the study, the CNN obtains 98.2% specificity,
95.3% AUC, and 97.7% F1-score for patients with lung cancer. The evaluations of results show that
CNN+LSTM accomplishes an average specificity of 99.2%, an AUC of 99.9%, an F1-score of 98.9%, and a
sensitivity of 99.3%. Finally, the heat map used to illustrate the experiment utilizing a target concept’s
gradients which is called gradient-weighted class activation mapping (Grad-CAM). A rough localization map
indicates the key areas of images that are used for prediction once it has passed through the final layer.

The comparison of the suggested method with the current methods is shown in Table 6. The
suggested model is assessed using the current techniques, such as those found in [18]-[20]. The
recommended approach executes superiorly then the previous approaches which include CNN, hybrid, and
nested LSTM+CNN designs. The most accurate model is the suggested CNN+LSTM when compared to
above stated models.

Table 6. The implemented system comparison with extant systems

Model Accuracy (%)  Specificity (%)  Sensitivity (%) F1-score (%)
Nested LSTM+CNN [18] 80 74 81 77
Hybrid model custom CNN [19] 99.30 99.27 99.27 99.26
CNN [20] 97.11 97.15 97.13 97.14
CNN+LSTM 99.35 99.30 99.32 99.29

5. CONCLUSION

This study introduces a hybrid model for diagnosing lung and colon cancer that combines group
learning models, k-fold, various TL models, specialized ML models, and HPF to select the best approach. In
addition, MobileNet TL, DeseNet201, DenseNet169, VGG19, and VGG16 models are employed for feature
extraction. A widespread DL model called CNN+LSTM is used as a hybrid system to assess performance.
This study demonstrates that, when applied to the LC25000 dataset of lung and colon images, the hybrid
method is efficient in identification. The CNN-LSTM accomplishes superior outcomes in terms of accuracy,
specificity, sensitivity, and F1-score of approximately 99.35%, 99.30%, 99.32%, and 99.29%,
correspondingly. Clinics may employ the suggested model for automated identification of lung cancer in the
future. In order to improve the effectiveness of lung and colon cancer detection, the datasets for these two
types of cancer should be investigated jointly in the future using an efficient DL technique.
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