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 Automated text-based recommendation, an artificial intelligence 

development, finds application in document analysis like job resumes. The 

classification of job resumes poses challenges due to the ambiguity in 
categorizing multiple potential jobs in a single application file, termed multi-

label classification, deep learning, particularly convolutional neural 

networks (CNN), offers flexibility in enhancing feature representations. 

Despite its robust learning capabilities, the black-box design of deep 
learning lacks interpretability and demands a substantial number of 

parameters, requiring significant computational resources. The primary 

challenge in multilabel learning is the ambiguity of labels not fully explained 

by traditional equivalence relations. To address this, the research employs 
feature selection techniques, specifically the Chi-square method. The goal is 

to reduce features in deep learning models while considering label relevance 

in multi-label text classification, easing computational workload while 

preserving model performance. Experimental tests, both with and without 
the Chi-square feature selection technique on the dataset, underscore its 

substantial impact on the classification model's ability. The conclusion 

emphasizes the influence of the Chi-square feature selection technique on 

performance and computational time. In summary, the research underscores 
the importance of balancing computational efficiency and model 

interpretability, especially in complex multi-label classification tasks like job 

applications. 
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1. INTRODUCTION 

Currently, numerous websites provide job openings as intermediaries between employers and job 

seekers. These job posting sites act as platforms for companies to disseminate information about job 

vacancies within their organizations, allowing job seekers to access information on a broader scale during 

their job searches. With the ease of access available to job seekers and employer companies, a substantial 

amount of job resume data will probably be received. As a result, a significant amount of time is required to 

analyze this job resume data manually.  

Multilabel text classification (MLTC) is a crucial task in the field of natural language processing 

(NLP), applicable in various real-world scenarios such as information retrieval [1] and tag recommendation 

[2], [3]. The objective of the MLTC task is to assign multiple labels to each sample in the dataset. Within the 

https://creativecommons.org/licenses/by-sa/4.0/
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realm of job classification, MLTC plays a pivotal role in categorizing individuals based on a multitude of 

skills, thereby facilitating efficient talent acquisition processes. While existing methods [4], [5] already 

perform remarkably well when extracting skill-related terms from resumes, they are limited by their inability 

to infer high-level skills not explicitly mentioned in resumes.  

In recent years, neural networks have significantly succeeded in many fields, including NLP. One of 

the developments in the neural network is the introduction of deep learning techniques as a new field in 

computer science to handle recommended cases [6]. The use of deep learning technique to help determine the 

results of recommendations has shown an increase in terms of feature extraction [7], [8]. Convolutional 

neural networks (CNN), initially designed for image processing, have been adapted to text classification tasks 

with remarkable success [2], [9], [10] shows promising results on the evaluation matrix. CNN's ability to 

extract salient features from input data has propelled its efficacy in text classification, outperforming 

traditional machine learning algorithms.  

Even though CNN shows promising results in completing text classification tasks, weaknesses are 

still found in its processing. Some of these are in the case of single-class and multi-class classifications. 

There are multiple word embedding matrices, making it difficult to extract or display how each embedding 

matrix is related to each other [11], [12]. In the case of MLTC, CNN can produce maximum performance 

values on evaluation metrics. However, they need to be analyzed and calculated to determine the contribution 

of each selected feature to the value predicted by the classifier [13]-[15]. Feature selection has a substantial 

impact on reducing training time and required storage. The output of feature selection techniques is a lengthy 

list of features statistically sorted based on their distinctiveness for each class. Features with higher values are 

chosen as representative features [16]. Therefore, feature selection aimed at filtering relevant features is a 

crucial step to reduce data dimensionality and enhance learning performance. 

The challenges in applying job resume data to CNN algorithms and feature selection techniques 

involve two main aspects. Firstly, as a deep learning algorithm, CNN is commonly utilized in image 

classification cases, necessitating adjustments for the network architecture to process text-form data. 

Secondly, feature selection poses a combinatorial optimization problem in discrete space, necessitating a 

specialized design for coding strategy, crossover operators, and mutation. To address these challenges, this 

study proposes integrating the Chi-square feature selection technique into the CNN framework for MLTC. 

Our contributions encompass the construction of a multi-label classification model using CNN on job resume 

text, feature reduction through Chi-square selection, and the seamless integration of feature selection into 

CNN architecture. 

As the final result of this research, experiments were carried out to see the effect of using feature 

selection techniques in the case of multi-label text classification using the CNN algorithm. The ensuing 

sections will delineate our methodology, experimental findings, and the implications thereof on the field of 

talent acquisition. Through rigorous analysis and experimentation, we aim to showcase the efficacy of our 

proposed approach in enhancing the accuracy and efficiency of job-resume matching algorithms. 

 

 

2. LITERATURE REVIEW 

2.1.  MLTC using CNN 

MLTC is an essential task in the field of NLP, which can be applied in many real-world scenarios, 

such as information retrieval [1] and tag recommendation [2], [3]. CNN was first designed for image 

processing but has been widely used in text processing. In 2014, Kim proposed an adaptation of CNN for text 

classification with convolutional filters and max-pooling filters that slide only on one dimension (the y 

dimension), named 1D-CNN [17]. However, in recent years, it has been proven to analyze natural language 

and become a model used for sentence classification [18], [19]. Feature extraction on text data using CNN 

with multi-label classification as an essential part of generating recommendations has achieved maximum 

accuracy [2]. 

 

2.2.  Chi-square feature selection technique for multi-label classification 

One of the problems that arise in the case of text classification is that textual data contains many 

words. A large number of words can cause high computational complexity and reduce the accuracy of the 

classification results [20]. Feature selection can be used to determine dominant features and improve 

efficiency and performance in text classification. Integration between deep learning and feature selection has 

been carried out in the case of multi-label text classification (MLTC). Feature selection identifies and filters 

irrelevant and redundant features, reduces data dimensionality, and determines their contribution to 

classification [21], [22]. The Chi-square method selects features considered essential for the classification 

process and can eliminate features that do not affect the target class. Chi-square is a feature selection method 

that calculates the relationship between existing features and the target class. The use of the Chi-square 
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feature selection technique also performs well in intrusion detection model classification and sentiment 

analysis, with accuracy reaching 99% and 100% [23], [24]. Table 1 describes the performance results from 

research that applies the Chi-square feature selection technique to multi-label text classification [16]. 

 

 

Table 1. Performance of chi-square feature selection on multi-label text classification 
Representation Accuracy F1 Recall Precision Hamming loss 

MLTC 81.44 92.00 90.53 93.52 0.022 

MLTC-tuning parameter 82.29 92.39 92.40 92.55 0.0215 

MLTC-Chi-Square 82.31 92.52 92.44 92.60 0.0214 

 

 

Based on the discussion above, this study aims to apply the Chi-square feature selection technique to job 

resume data for multi-label text classification. This feature selection technique is used to rank the features in 

each class and select the top 50 features in each class to be used in the classification process using the CNN 

algorithm. 

 

 

3. METHOD 

This research was conducted in several stages, from pre-processing to evaluation. The data that has 

been collected will be pre-processed so that it can be converted into a matrix. The matrix data is then used as 

input data for the CNN algorithm to create a multi label classification. A feature selection technique will be 

added to produce reduced features. Furthermore, the CNN algorithm will use these features in the 

classification process. The Figure 1 shows the process flow of the research conducted. 

 

 

 

 

Figure 1. Process flow of the research 

 

 

3.1.  PHASE 1: extraction and pre-processing of dataset 

The dataset consists of 28,707 resumes collected from the Indeed.com website and distributed into 

ten classes [2]. The resume consists of IT classes: Software Developer, Front-End Developer, Network 

Administrator, Web Developer, Project Manager, Database Administrator, Security Analyst, System 

Administrator, Python Developer, and Java Developer. Figure 2 illustrates the distribution of the dataset 

used. In the pre-processing stage, case folding, cleaning, lemmazitation, stopword, and tokenizing are carried 
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out on the dataset to make words more structured and usable for the classification process. The dataset will 

be modified and described before using CNN in Chi-square feature selection or classification. 

 

 

 
 

Figure 2. Data resume distribution based on skill 

 

 

3.2.  PHASE 2: integration of chi-square feature selection and CNN multi-label text classification 

At this stage, Chi-square feature selection is formulated on job resume data to generate a reduction 

dataset. Subsequently, this reduction dataset will be used for developing a CNN model in the case of multi-

label text classification of job resume data. The steps undertaken in phase 2 are as follows: 

A. Term frequency – inverse document frequency (TF – IDF) 

Term frequency (TF) is the number of times a word appears in a document. In contrast, inverse 

document frequency (IDF) is a word score that is calculated by comparing the number of documents in the 

corpus with the number of documents containing the word. TF-IDF is used together to reduce the effect of 

common words appearing in the entire corpus [25]. To calculate the TF-IDF value of the words contained in 

the data, the steps are [26]: 

 Tokenizing 

 Calculate the TF value for each word in each sentence with the formula: 

 

𝑇𝐹𝑖,𝑗 =
𝑛𝑖,𝑗

∑ 𝑛𝑘,𝑗𝑘
 (1) 

 

Information: 

ni,j: number of occurrences of entry wi 

 Calculate the IDF value for each word with a formula : 

 

𝐼𝐷𝐹 = log(
|𝐷|

|{𝑗∶𝑤𝑖𝜖𝑥𝑗}|+1
) (2) 

 

Information: 

|D|: total number of files in the corpus 

|{j : wi  xj}| = number of files containing entry wi 

 Compute the TF-IDF of both sentences: 

 

𝑇𝐹 − 𝐼𝐷𝐹𝑤𝑖 =𝑇𝐹𝑖𝑗 ×  𝐼𝐷𝐹𝑖 (3) 

 

B. Chi-square feature selection 

Chi-square is a feature selection method that, utilizes statistical distribution by measuring the 

dependency value between features and labels [27]. Chi-square feature selection calculation is performed on 

at least two groups of labelled documents. The steps are as follows: 

 Make a table of the frequency of words in each group of documents 

 Calculate the Chi-square value for each word using the following formula [23]: 

 

𝐶ℎ𝑖2 =
𝑁×((𝑎𝑑−𝑏𝑐)2)

((𝑎+𝑏)×(𝑐+𝑑)×(𝑎+𝑐)×(𝑏+𝑑))
 (4) 
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Information: 

a: the number of documents that belong to group 1 and contain that word 

b: the number of documents that belong to group 2 and contain the word 

c: the number of documents that belong to group 1 and do not contain the word 

d: the number of documents that belong to group 2 and do not contain the word 

N: total number of documents 

C. CNN multi-label text classification 

CNN modeling is carried out to create a multi-label classification model. This model will be used to 

classify the skills possessed by each resume later. CNN is used to classify resumes according to one class. In 

other words, CNN classification predicts each class so that the number of initial classifications corresponds to 

the number of classes in the resume data. The following Figure 3 describes the CNN architecture for 

performing multi-label classification. 

 

 

 
 

Figure 3. Architecture of CNN for multi-label text classification 

 

 

To form a training set from each basic classification result, the original multilabel data set is divided 

into n single-label data sets (where n is the total number of classes in the original data set). Each sub-dataset 

generated corresponds to a binary classification problem focusing on each class. In CNN sentence 

classification, the sentence must be converted into a vector of real numbers. This vector will be used as input 

for text processing using CNN. The process of creating the CNN model will be built using a Python library. 

 

3.3.  PHASE 3: evaluation of integration chi-square feature selection and CNN for multi-label text 

classification 

The evaluation stage is conducted using several criteria, such as accuracy and model performance. 

The evaluation is conducted by comparing the performance of the model between CNN and CNN integrated 

with Chi-square feature selection. Three commonly used measurements in the literature for evaluating multi-

label classification are accuracy, precision, and recall. Performance measurement on the multi-label model is 

carried out by calculating the average values of accuracy, precision, and recall for all instances [28]. 

 

 

4. RESULTS AND DISCUSSION 

This study used 28,707 data on job resumes in the IT field, the Table 2 illustrates sample of the 

dataset used.  
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Table 2. Sample dataset resume along with job categories 
Resume Web_eveloper Project_manager Database_Administrator Front_End_Developer 

Database administrator database 

Administrator. My experience includes 

SQL Server 2005, 2008 and 2012… 

0 0 1 0 

Consultant - supply chain management 

Consultant - supply chain management 

Supply chain consultant germantown 

0 1 1 0 

 

 

Before the dataset is used for the classification process, the pre-processing stage is first carried out 

to prepare the data to be used optimally in the classification process. After the pre-processing stage was 

carried out, a Chi-square feature selection technique was added in the second experiment, which resulted in a 

reduction of the dataset to 50 features with the highest ranking in each class contained in the resume. The 

following Table 3 is a sample of the top 10 features in each class based on calculations using Chi-square 

feature selection. 

Table 3 presents the ranking results of the top 10 features for each job resume class based on the 

highest Chi-square scores in each class. For instance, to become a Database Administrator, the dominant 

features representing its job skills are database, oracle, dba, and so forth. Another example, the feature 

"network" appears as a top-10 feature in both the Network Administrator and Software Developer classes. 

However, in both classes, the "network" feature has different ranking orders. The variation in feature 

rankings across classes indicates the order of importance of features within each class. Analyzing the 

importance level of features derived from Chi-square feature selection for job skills will strengthen the 

contribution of terms used as features in the final decision-making process of multi-label classification on job 

resumes. 
 

 

Table 3. Top-10 features of job skill based on chi-square feature selection technique 
Classes Top 10 features 

Database_Admnistrator (database: 3171.64), (oracle: 1272.71), (dba: 1209.76), (rman: 1173.07), (tuning: 897.38), (rac: 

882.19), (sql: 721.54), (12c: 646.78), (11g: 538.06), (replication: 442.54) 

Java_Developer (spring: 3722.49), (java: 2338.50), (hibernate: 2047.48), (jsp: 1324.89), (j2ee: 1282.95), (junit: 

1098.71), (strut: 1072.18), (jdbc: 839.97), (maven: 823.19), (servlets: 812.28) 

Front_End_Developer (front: 2327.39), (end: 1387.33), (css3: 666.18), (ui: 660.86), (react: 598.79), (javascrip t: 592.11), 

(jquery: 570.99), (angular: 568.64), (page: 561.40) 

Network_Administrator (network: 3138.84), (cisco: 1259.73), (switch: 732.65), (firewall: 632.50), (router: 512.10), 

(administrator: 430.57), (lan: 322.67), (vpn: 319.88), (networking: 303.41), (directory: 287.99) 

Project_manager (project: 1928.93), (manager: 1397.74), (budget: 593.55), (management: 312.02), (stakeholder: 

272.23), (managed: 241.86), (strategic: 213.29), (led: 209.69), (using: 203.78), (vendor: 202.16)  

Python_Developer (python: 7207.95), (django: 4266.65), (flask: 957.42), (panda: 938.16), (numpy: 750.97), 

(matplotlib: 539.43), (mysql: 501.72), (using: 366.47), (amazon: 330.62), (postgresql: 306.91)  

Security_Analyst (security: 3727.62), (vulnerability: 1346.27), (nist: 1257.75), (analyst: 954.03), (assessment: 

888.29), (risk: 887.72), (cyber: 864.80), (threat: 691.39), (incident: 548.73), (compliance: 509.16)  

Software_Developer (web: 1322.69), (developer: 1305.62), (network: 1164.69), (python: 1001.63), (security: 944.29), 

(administrator: 916.47), (javascript: 891.29), (java: 738.67), (using: 721.19), (jquery: 667.85)  

Systems_Administrator (administrator: 1043.04), (system: 987.69), (vmware: 674.92), (network: 636.34), (directory: 

587.41), (active: 480.12), (server: 397.49), (hardware: 380.32), (window: 376.52), (exchange: 

369.96) 

Web_Developer (web: 1368.16), (wordpress: 549.12), (developer: 544.37), (website: 532.60), (javascript: 478.55), 

(php: 395.01), (jquery: 393.74), (network: 350.61), (cs: 349.40), (page: 313.30) 

 

 

4.1.  CNN multilabel classification 

Before data can be classified using the CNN algorithm, the resume that has gone through pre-

processing and reduced features in the second experiment is converted into a vector matrix because CNN is a 

convolution network and requires input in matrix form. CNN modeling is built with a layered architecture 

starting with the sequential function, with one input and output tensor. The input tensor represents a matrix of 

input data obtained using the Keras library embedding layers. CNN is used to classify resumes according to 

one class. In other words, CNN classification predicts each class so that the number of initial classifications 

corresponds to the number of classes in the resume data. In the case of classification, the dataset is divided 

into two parts, namely training data and test data. In this study, the test and train data distribution was carried 

out at 90% for train data and 10% for test data taken from each job label. 

In this study, the model built uses the CNN layer to process text, using the ReLu and Sigmoid 

activation functions on the output layer. In the first layer (embedding layer), the output dimension is defined 

to be 100. The input layer is set to 500, according to the length of the padded text in the previous step. Then, 
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compile the model using the Adam optimizer and the loss function Binary_crossentropy. The metrics calculated 

during model evaluation are accuracy, precision, and recall. After the parameter settings have been completed, 

the model can be used in each label's training and testing stages. The predicted output is rounded to 0 or 1 with 

np_round, resulting in the appropriate label class. Accuracy, precision, and recall values in the train data are 

calculated using the functions provided by the scikit-learn library and stored in a previously created list. 

 

4.2.  Evaluation 

To determine the performance of the CNN model in the case of multi-label text classification data 

resumes, a confusion matrix is used with indicators of accuracy, precision, and recall values for the training 

and testing processes. The evaluation was carried out for each class label, and the average performance of the 

models built in experiments with and without Chi-square was calculated. Evaluation was carried out in all 

classes and obtained the following results on Table 4. 

Based on Table 4, we can see the performance comparison between using traditional CNN for multi-

label job resume classification and CNN integrated with Chi-square feature selection. It can be observed that 

both the accuracy, precision, and recall of each class have improved with the integration of the chi-square 

feature selection into the CNN architecture. Based on the evaluation of each label above, the average 

evaluation of the two experiments was calculated. Table 5 describes the comparison of the average 

performance of the multi-label job resume classification model using CNN with and without the Chi-square 

feature selection technique. 
 

 

Table 4. Performance comparison with and without chi-square on each class label 
Label CNN CNN + Chi-square 

Accuracy Precision Recall Accuracy Precision Recall 

Web developer 86.96 75.69 90.84 94.12 90.59 92.45 

Project manager 92.24 79.14 86.41 97.32 93.50 89.27 

Database administrator 98.07 89.41 91.13 99.09 94.85 95.95 

Network administrator 93.39 81.79 75.41 95.88 88.38 85.46 

Front end developer 96.00 90.22 90.71 98.92 97.13 97.74 

Python developer 97.84 89.21 95.30 99.49 96.81 99.43 

System administrator 92.45 85.19 76.20 95.45 88.73 88.98 

Software developer 96.83 98.17 96.91 97.92 98.03 98.77 

Security analyst 97.64 86.80 89.01 98.39 90.01 93.72 

Java developer 96.41 86.89 91.56 99.15 95.70 99.18 

 
 

Table 5. Performance comparison of multi-label classification models 
Performance indicators CNN CNN+Chi-square 

Accuracy 94.98 97.58 

Precision 86.25 93.37 

Recall 88.35 94.09 

 

 

In the case of multilabel job resume classification using CNN and the chi-square feature selection 

technique, performance improvement is achieved in performance indicators. Furthermore, regarding training 

time, the CNN+Chi-square model outperforms the traditional CNN model by approximately 40.74%. The 

importance of chi-square feature selection is evident in the increased accuracy of the CNN model, 

particularly in identifying labels in job resumes. Additionally, the reduction in training time can be 

interpreted as a significant advantage in the efficiency of model utilization. The results of this comparison 

provide additional insights into the potential performance enhancement by integrating appropriate feature 

selection techniques in the processing of multilabel resume data. 

 

 

5. CONCLUSION 

From this research, it can be concluded that selecting relevant and informative features is crucial in 

multi-label text classification for better decision-making. Performance evaluation results indicate that using 

CNN in the case of multi-label text classification yielded an accuracy of 94.98%, precision of 86.25%, and 

recall of 88.35%. Meanwhile, employing CNN along with Chi-square feature selection resulted in an 

increased accuracy of 97.58%, precision of 93.37%, and recall of 94.09%. The use of Chi-square in job 

resume feature selection influenced the process of determining dominant features for each target class. The 

application of Chi-square in the case of multi-label text classification using CNNs has proven to enhance the 

performance of CNN models and achieve better computational efficiency than traditional CNNs. In future 

research, experiments with other text datasets are necessary to explore the impact of the chi-square feature 
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selection technique on the CNN multi-label classification model further. Other performance metrics can also 

be utilized to understand the effects of feature selection on various aspects, such as error rates, and so forth. 

Additionally, we plan to explore the application of alternative feature selection techniques to improve the 

model's performance in classifying job resumes. 
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