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 Speech digit recognition research is growing decisively, and a bulk of digit 

recognition algorithms are used in European and a few Asian languages. Kui 

is a low-resourced tribal language locally used in several states of India. 

Despite its significance, there is not much research on Kui's speech. This 

research aims to present an in-depth analysis of novel Kui digit recognition 

using predefined machine learning (ML) techniques. For this purpose, we 

first gathered spoken numbers i.e. from 0 to 9 of eight different speakers 

containing a total of 200 words. Secondly, we choose the numbers: ଶନୂ 

(zero), ଏକ (one), ଦୁଇ (two), ତିନ ି (three), ସାରି (four), ପାସ (five), ସଅ (six), 

ସାତ (seven), ଆଟ (eight), ନଅ (nine). Meanwhile, we build nine different ML 

models to recognize Kui digits that take the Mel-frequency cepstral 

coefficients (MFCCs) method to extract the relevant features for model 

predictions. Finally, we compared the performance of ML models for both 

augmented and non-augmented Kui data. The result shows that the 

SVM+Augmentation method for Kui digit recognition combined obtained 

the highest accuracy of 83% than other methods. Moreover, the difficulties 

and potential prospects for Kui digit recognition are also highlighted in this 

work. 
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1. INTRODUCTION  

Computer science, probability theory, and optimization theory combine to form the discipline of 

machine learning (ML), which enables the completion of laborious tasks for which a logical or procedural 

approach would be impractical or impossible. The problem assembles all of the input data. It could be data 

gathered from devices, such as computers linked to the same network or a separate network, or it might be 

output from one program used as input by another program. The field of ML's most challenging problem 

right now is digit recognition. In this research, the topic is related to ML techniques [1]. Applying ML 

techniques to various audio datasets may resolve many practical issues. This study is based on a new dataset 

of Kui digits. Due to the absence of stemming, tokenizers, and significant publicly available corpora, Kui is 

still regarded as a low-resource language [2]. Training models for the Kui language is still difficult.  

Kui is a tribal language that is mostly spoken in the tribal districts of Odisha [3]. Kui word datasets 

are less prevalent than other forms of online uploaded datasets. Kui word datasets are extremely uncommon 

and difficult to find. Compared to other languages, there is not a lot of study on the Kui language. Kui words 

https://creativecommons.org/licenses/by-sa/4.0/
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are very rare as compared to other words, as they have no script. Kui words are written in Odia script. Any 

language cannot be researched or developed without data. No work has been done on spoken digit 

representation for Kui. Researchers need to create a robust and dependable speech recognition growth 

dataset, as no dataset is available to recognize Kui audio digits. This platform may typically add voice 

recognition in other low-resource languages [4]. However, many researchers developed several ML-based 

techniques for digit recognition. To boost performance, greater focus is necessary. 

The main contributions of this paper are to: 

− Gather a comprehensive Kui audio digit dataset in response to the need for Kui digit recognition. Digit 

recognition may be highly helpful in a wide variety of application areas. As with biometrics, the digit 

recognition system may be used as an authentication tool for security purposes. 

− Implement the Mel-frequency cepstral coefficients (MFCC) method for extracting features during the 

preprocessing stage [5].  

− Build ML models for voice digit recognition (i.e. Kui digits), based on past research outcomes on speech 

data. 

− Design an algorithm to define our proposed model process workflow for Kui digit recognition using four 

necessary steps. 

− Compare the performance of our proposed model using both augmented and without augmented Kui data. 

− Design a comparison table describing the performance of our proposed method concerning some previous 

research done so far in this area.  

The structure of the article is as follows. Comparing results and pertinent research is covered in 

Section 2. In section 3, the creation of the Kui dataset, feature extraction, and classification methodology are 

covered. In section 4, the suggested model and experimental configuration are described. Section 5 presents 

the findings. The conclusion and future directions of the work are presented in section 6. 
 

 

2. RELATED WORK 

Due to the rapid proliferation of internet information, digitization has emerged as one of the most 

crucial techniques for managing and organizing audio data. For the Kui language, very limited research has 

been done. Some Kui commands are trained and tested using a deep learning (DL) approach, which gives 

significant results [6]. Numerous research have been done to identify numbers from speech in various 

languages, but none have been done for Kui speech. The summary of Recognition of the digits using ML or 

DL techniques for different languages is shown in Table 1. 
 

 

Table 1. Digit recognition using different learning techniques 
Digit Year of research  Digit Year of research  Digit Year of research  

Arabic [7] 2004 Bangla [8] 2009 Malayalam [9] 2009 

Kannada [10] 2012 Portuguese [11] 2012 Bodo [12] 2013 

English [13] 2013 Gujarati [14] 2014 Urdu [15] 2015 
Myanmar [16] 2016 Hindi [17] 2017 Isarn [18] 2017 

Odia [19] 2019 Khasi [20] 2022 Algerian [21] 2022 

Moroccan [21] 2022 Swahili [22] 2023 Kui 2024 

 

 

3. MATERIALS AND METHODS 

3.1.  Data creation 

This work created a Kui words dataset by collecting spoken words from different speakers of the 

Kandhamal District of Odisha. A platform was created for the Kui language's data preparation. The 

screenshot of the platform is shown in Figure 1. It takes longer to prepare the dataset. We have chosen 

different words. Table 2 displays the Kui digits' meanings. 

The dataset consists of 1,600 utterances from 8 speakers. At a sampling rate of 16 kHz, each file is 

stored in wave format as linear 16-bit, single-channel phase change material (PCM) values. A Zoom audio 

recorder, a mobile device, and a laptop were used to record the audio in Kui. To reduce noise, it was recorded 

in a studio. The ratio of male to female voices in our sample is equal. The sample rate of each recording rate 

is examined following the conclusion of data collection. 
 

3.2.  Feature extraction techniques employed: MFCC 

The feature extraction techniques are primarily helpful for Kui digit recognition. The majority of 

what it does is extract characteristics from audio sources. The retrieved features are sent as input into the 

classifier following feature extraction. The feature extraction phase of a speech conversion system is the first 

and most important. The discovery of a voice signal's specifics is a key objective of this approach. It is 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Improving Kui digit recognition through machine learning and … (Subrat Kumar Nayak) 

869 

crucial to distinguish one speech from another. The extraction of characteristics needs to be constant 

throughout time. In speaking, it must happen regularly and naturally. In Figure 2, the MFCC block diagram is 

described. The following describes various methods for calculating the Mel-frequency cepstral  

coefficient [23]. 

 
 

 
 

Figure 1. Kui words data collection platform 

 
 

Table 2. Kui digits and their meaning 
Words (Kui) Words (English) Words (IPA) Words (Roman) 

ଶନୂ Zero sunɔ suna 

ଏକ One ekɔ eka 

ଦୁଇ Two d̪ui dui 

ତିନି Three t̪ini tini 

ସାରି Four t͡ ʃaːri chāri 

ପାସ Five paːɲt͡ ʃɔ pāñcha 

ସଅ Six t͡ ʃʰɔɔ chhaa 

ସାତ Seven saːt̪ɔ sāta 

ଆଟ Eight aːʈʰɔ āṭha 

ନଅ Nine nɔɔ naa 

 
 

 
 

Figure 2. Block diagram of mel-frequency cepstral coefficient 
 
 

3.3.  Classification techniques 

Several machine-learning approaches have been applied to voice digit recognition [24]. No work has 

yet been found for digit recognition in a low-resource language like Kui. For this research, we used several 

ML models. Applying the models, we compared the models’ accuracy and performance metrics. 

 

3.3.1. Adaptive boosting (AdaBoost) 

Initialization: reset the weights to zero for every training example: 𝜔𝑖
(1)

=
1

𝑁
 , where N is the number 

of training examples. For 𝑡 = 1 to T (number of weak learners): compute learner weight: compute the weight 

of the weak learner: 

 

𝛼𝑡 =  
1

2
ln (

1−𝜖𝑡

𝜖𝑡
)  (1) 

 

update the weights of the training examples: 

 

𝑤𝑖
(𝑡+1)

=  𝑤𝑖
(𝑡)

∙ 𝑒𝑥𝑝(−𝛼𝑡 ∙  𝑦𝑖 ∙ ℎ𝑡(𝑥𝑖)) 

 

combine weak learners: the final strong learner prediction is a weighted sum of the weak learners' 

predictions: 
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𝐻(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑡
𝑇
𝑡=1 ∙ ℎ𝑡(𝑥))  (2) 

 

in the context of speech processing, the features 𝑥𝑖 represent the characteristics extracted from the speech 

signals, and 𝑦𝑖  represents the true label of whether the corresponding example is speech or non-speech. The 

weak learners(ℎ𝑡(𝑥)) could be decision stumps that focus on specific speech features. 

 

3.3.2. Decision tree  

− Recursive node splitting: select best split: at each node, choose the feature 𝐹 and, a threshold 𝑇 to split 

the data into two subsets, 𝐷𝑙𝑒𝑓𝑡  and,  𝐷𝑟𝑖𝑔ℎ𝑡 , in a way that minimizes impurity or maximizes information 

gain: 
 

𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦(𝑛𝑜𝑑𝑒) = 𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦(𝐷𝑛𝑜𝑑𝑒) (3) 

 

− Prediction: given a new example with features i) 𝑋𝑛𝑒𝑤 traverse the tree: start at the root and traverse 

down the tree by comparing the feature 𝑋𝑛𝑒𝑤 with the node's splitting condition and ii) leaf node 

prediction: when a leaf node is reached, predict the majority class in that leaf node as the final 

prediction. 
 

𝐼𝑓 𝑋𝑛𝑒𝑤[𝐹] ≤ 𝑇 𝑡ℎ𝑒𝑛 𝑔𝑜 𝑙𝑒𝑓𝑡 𝑒𝑙𝑠𝑒 𝑔𝑜 𝑟𝑖𝑔ℎ𝑡  (4) 

 

3.3.3. Linear discriminant analysis  

− Training: compute class means: calculate the mean vector for each class. 𝜇𝑘  =  
1

𝑁𝑘
∑ 𝑋𝑖

𝑁𝑘
𝑖=1 , where 𝑁𝑘 is 

the number of examples in class. 𝑘 compute scatter matrices: within-class scatter matrix (𝑆𝑊) as: 
 

𝑆𝑊 = ∑ ∑ (𝑋𝑖 − 𝜇𝑘)
𝑁𝑘
𝑖=1

𝐶
𝑘=1 (𝑋𝑖 − 𝜇𝑘)𝑇 (5) 

 

− Prediction: for a new, unseen example, extract its features and project them onto the same LDA subspace 

as in (6). The trained classifier is then used to predict the class label for the new example based on the 

transformed features. 
 

𝑋𝑛𝑒𝑤,𝑙𝑑𝑎 = 𝑋𝑛𝑒𝑤 ∙ 𝑊  (6) 

 

3.3.4. Support vector machine 

− Training: for a linear SVM, the decision boundary (hyperplane) is represented as 𝜔 ∙ 𝑋 + 𝑏 = 0 where 𝜔 

is the weight vector and 𝑏 is the bias. The optimization problem can be formulated as:  

 

𝑚𝑖𝑛𝑤,𝑏
1

2
‖𝜔‖2subject to 𝑌𝑖(𝜔 ∙ 𝑋𝑖 + 𝑏) ≥ 1 𝑓𝑜𝑟 𝑖 = 1,2, … . , 𝑁  (7) 

 

− Prediction: given a new speech example with features 𝑋𝑛𝑒𝑤  , classify it based on the sign of 𝜔 ∙  𝑋𝑛𝑒𝑤 + 𝑏.  

 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝐶𝑙𝑎𝑠𝑠 =  𝑠𝑖𝑔𝑛(𝜔 ∙ 𝑋𝑛𝑒𝑤 + 𝑏)  (8) 

 

3.3.5. Logistic regression 

a. Training 

− Sigmoid function: the logistic function is used to model the probability of the positive class: 𝑃(𝑌 = 1) =
1

1+𝑒(𝛽0+𝛽1𝑋1+𝛽2𝑋2+∙∙∙+𝛽𝑛𝑋𝑛), where 𝑒 the base of the natural logarithm is, 𝛽0 is the intercept, and 𝛽1, 𝛽2,∙∙∙

, 𝛽𝑛are the coefficients associated with the features as: 

 

 𝑋1, 𝑋2, … , 𝑋𝑛. (9) 
 

− Log-Odds (logit) transformation: the logistic function can be transformed to express the log-odds (logit) 

as a linear combination of the features: 
 

𝑙𝑜𝑔 (
𝑃(𝑌=1)

1−𝑃(𝑌=1)
) = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛  (10) 

 

- Cost function (log-likelihood): the cost function to be minimized is the negative log-likelihood (cross-

entropy loss) for binary classification. 
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𝐽(𝛽) = −
1

𝑁
∑ [𝑦𝑖𝑙𝑜𝑔(𝑝𝑖) + (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − 𝑝𝑖)]𝑁

𝑖=1 . (11) 

 

where 𝑁 is the number of examples, 𝑦𝑖  is the true label (0 or 1), and 𝑝𝑖  is the predicted probability of the 

positive class.  

 

b. Prediction: given a new example with features 𝑋𝑛𝑒𝑤 , calculate the probability 𝑃(𝑌 = 1) using the trained  

    coefficients and the logistic function. 

 

3.3.6. Multilayer perceptron  

- Training: Let 𝐿 be the number of layers in the network, 𝑁(𝑙)be the number of neurons in layer 𝑙, and 

𝑊(𝑙) be the weight matrix connecting layer 𝑙 to layer 𝑙 + 1. The activation function 𝑎(𝑙) is applied to the 

output of each neuron in layer 𝑙. The output of each neuron in the network is computed as follows: 

 

𝑎𝑖
(𝑙+1)

= 𝑔 (∑ 𝑊𝑖𝑗
𝑙𝑁(𝑙)

𝑗=1 ∙ 𝑎𝑗
(𝑙)

+ 𝑏𝑖
(𝑙)

), (12) 

 

where 𝑔 is the activation function, 𝑊𝑖𝑗
𝑙  is the weight connecting neuron 𝑗 in layer 𝑙 to neuron 𝑖 in layer 

+1, and 𝑏𝑖
(𝑙)

 is the bias term for neuron 𝑖 in layer 𝑙 + 1.  

- Prediction: given a new speech example with features 𝑋𝑛𝑒𝑤 perform forward propagation through the 

trained network to obtain the predicted output. 

 

3.3.7. Nearest centroid (NC) 

- Training: For each class 𝑘, calculate the centroid (mean vector) 𝜇𝑘 of the feature vectors belonging to 

that class: 

 

𝜇𝑘 =
1

𝑁𝑘
∑ 𝑋𝑖

𝑘𝑁𝑘
𝑖=1 , 𝑤here 𝑁𝑘 is the number of examples in class 𝑘. (13) 

 

- Prediction: Given a new speech example with features 𝑋𝑛𝑒𝑤 , calculate the Euclidean distance to each 

class centroid, and assign the example to the class with the closest centroid. 

 

𝑃𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒𝑑 𝐶𝑙𝑎𝑠𝑠 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑘‖𝑋𝑛𝑒𝑤 − 𝜇𝑘‖2, (14) 

 

where ‖𝑋𝑛𝑒𝑤 − 𝜇𝑘‖2 represents the Euclidean distance between the features vector of the new example 

and the centroid of class 𝑘. 
 

3.3.8. Random forest 

- Training: Let 𝐷 be the training dataset with 𝑁 examples, each represented by a feature vector 𝑋𝑖  and a 

class label 𝑌𝑖  in the case of classification. For 𝑡 = 1 to 𝑇 (number of trees): randomly select a bootstrap 

sample 𝐷𝑡  from 𝐷 with replacement. The size of 𝐷𝑡  is 𝑁, but some examples may be repeated, and some 

may be left out. Randomly select 𝑚 features from the total 𝑀 features. Typically, 𝑚 ≪ 𝑀. Grow a 

decision tree 𝑇𝑡 on the subset 𝐷𝑡 using the selected features. Repeat this process until the tree is fully 

grown, potentially introducing additional randomness.  

- Prediction: given a new speech example with features 𝑋𝑛𝑒𝑤 , For each tree 𝑇𝑡 in the forest, obtain the 

prediction �̂�𝑛𝑒𝑤,𝑡  based on the features of 𝑋𝑛𝑒𝑤. For classification tasks, the final predicted class is 

determined as follows. 
 

 �̂�𝑛𝑒𝑤  = 𝑎𝑟𝑔𝑚𝑎𝑥𝑐 ∑ 𝜋(�̂�𝑛𝑒𝑤,𝑡 = 𝑐)𝑇
𝑡−1   (15) 

 

3.3.9. XGBoost 

- Training: The training process in XGBoost involves optimizing an objective function that includes both 

a loss term and a regularization term: 
 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 = ∑ 𝑙𝑜𝑠𝑠(𝑌𝑖 , �̂�𝑖)
𝑁
𝑖=1 + ∑ Ω(𝑓𝑗)𝐽

𝑗=1 , (16) 

 

where 𝑁 is the number of examples, 𝑙𝑜𝑠𝑠 is the loss function measuring the difference between predicted 

(�̂�𝑖) and true labels (𝑌𝑖), 𝐽 is the number of trees, and Ω(𝑓𝑗) is the regularization term penalizing the 

complexity of each tree.  
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- Prediction: given a new speech example with features 𝑋𝑛𝑒𝑤, the final prediction is the sum of predictions 

from all trees: 

 

�̂�𝑛𝑒𝑤  = ∑ 𝑓𝑡
𝑇
𝑡=1 (𝑋𝑛𝑒𝑤), where 𝑇 is the total number of trees in the ensemble (17) 

 

 

4. PROPOSED MODEL 

4.1.  Digit recognition system working model 

As Kui is low-resourced it is very challenging to collect the data from the field. After the collection 

of data, we apply different machine learning models. The steps involved in this proposed Kui digit 

recognition system are depicted in Algorithm 1. The detailed workflow is presented in Figure 3. 

 

Algorithm 1. Digit recognition system model 
1. The voice data must be provided in the first phase. Here, we input 200 voice data for a 

single speaker. Pre-processing the input data provided in the first phase. The voice 

data is cleaned up and processed in this stage. This stage improves the quality of 

voice data for digit recognition. 

2. Following the preceding phase, several prosodic or acoustic speech features are 

obtained from voice data. We use this technique to extract characteristics like pitch, 

energy, and intensity from speech data through MFCC, one of the feature extraction 

methods for voice data. 

3. The ML models are used in the following phase to identify the digits. 
4. The final phase is to measure the effectiveness of digit recognition using several 

metrics like precision, recall, and F1 score. It also calculated the accuracy of the ML 

models. 

 

 

 
 

Figure 3. Kui digit recognition workflow 

 

 

4.2.  Data augmentation 

 Getting further information for less widely spoken languages might be difficult. Data augmentation 

is a technique used to increase the amount of data needed for training voice recognition systems. It is also a 

practical method for enhancing the present data's accessibility and enabling model training without the need 

for additional data. We have two options for displaying the audio data: raw audio and spectrogram [25]. This 

research uses noise injection and shifting time data augmentation techniques. After applying these 

techniques, the no of speakers increases to 24. Using the augmentation technique, we generate fresh, slightly 

modified samples from the original data to improve the training set. It might be viewed as a particular 

regularization strategy. 

 

 

5. RESULTS AND DISCUSSION 

However, so far there have been many researches carried out for digit recognition in different 

languages using ML techniques, but not in the case of Kui language. During the previous studies, researchers 

have faced many challenges like dataset preparation, preprocessing, and so on, some of which are discussed 

in related works. Furthermore, in earlier studies, difficulties arise when developing the dataset, especially in a 

tribal language as is not very easy, and also, the augmentation methods have neither applied nor compared to 

the original digit recognition dataset. To overcome such issues, this study briefly discusses dataset 

development in the case of a low-resourced tribal language and makes predictions with ML models. 

Moreover, we compared the performance of ML models using augmentation and without augmentation 

methods to get the best predictive one. 

The performance measures for the predictive model include precision, recall, F1-Score, and 

accuracy. These performance parameters are determined, as in (1)-(4), based on the obtained confusion 

matrix (CM). Each confusion matrix has a y-axis that displays the actual labels and an x-axis that displays the 

predicted labels. The CM for several ML models, both with and without data augmentation, is shown in 

Figures 4 to 21. 
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Figure 4. CM obtained 

from AdaBoost without 

augmentation 

Figure 5. CM obtained 

from AdaBoost with 

augmentation 

Figure 6. CM obtained 

from LR without 

augmentation 

Figure 7. CM obtained 

from LR with 

augmentation 

    

    

    
    

Figure 8. CM obtained 

from DT Without 

augmentation 

Figure 9. CM obtained 

from DT with 

augmentation 

Figure 10. CM obtained 

from MLP without 

augmentation 

Figure 11. CM obtained 

from MLP with 

augmentation 

    

    

    
    

Figure 12. CM obtained 

from the LDA without 

augmentation 

Figure 13. CM obtained 

from the LDA with 

augmentation 

Figure 14. CM obtained 

from NC without 

augmentation 

Figure 15. CM obtained 

from NC with 

augmentation 
    
    

    
    

Figure 16. CM obtained 

from the SVM without 

augmentation 

Figure 17. CM obtained 

from the SVM with 

augmentation 

Figure 18. CM obtained 

from RF without 

augmentation 

Figure 19. CM obtained 

RF with augmentation 
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Figure 20. CM obtained from XGBoost without 

augmentation 

Figure 21. CM obtained from XGBoost with 

augmentation 
 

 

As previously mentioned, we assess ML models using the Kui dataset. Thirty-two batches are 

allowed for every training session. First, we train the model without data augmentation using different 

parameters when learning rate=0.01. The most popular and straightforward performance evaluation 

parameter for digit recognition is accuracy. The recall is the proportion of all instances properly classified as 

belonging to the positive class to all actual members of the positive class. F1-Score is dependent on the 

model’s recall and accuracy. Tables 3 and 4 provides information without and with augmentation on testing 

accuracy respectively. Then, the accuracy of different ML models is shown in Figure 22. 

The performance matrix of SVM gives a significant result compared to others using our Kui dataset, 

shown in Figures 16 and 17. The accuracy of different ML models in different languages is shown in Table 5. 

It shows that Kui digit recognition gives the highest accuracy compared to the other languages using the 

SVM classifier. 
 
 

Table 3. Comparison of nine different ML model’s performance before augmentation 
ML models Performance metric 

Precision Recall F1-Score Accuracy 

AdaBoost 45 48 46 47 

DT 52 37 40 37 

LDA 44 47 45 47 
LR 79 63 67 63 

MLP 48 40 43 40 

NC 33 43 36 43 
RF 51 50 45 50 

XGBoost 70 60 62 60 

SVM 87 77 77 77 

 

 

Table 4. Comparison of nine different ML model’s performance after augmentation 
ML models Performance metric 

Precision Recall F1-Score Accuracy 

AdaBoost 77 57 61 57 

DT 66 47 51 47 

LDA 56 51 48 50 
LR 74 67 67 67 

MLP 49 43 40 43 

NC 54 50 51 50 
RF 70 53 57 53 

XGBoost 71 60 61 60 

SVM 90 83 84 83 

 

 

Table 5. Accuracy comparison of different models for different languages 
Work Digit Methods Year of experiment Performance evaluation (In %) 

Precision Recall F1-

Score 

Accuracy 

Hegde et al. [10] Kannada SVM 2012 - - - 79 
Thakuria et al. [12] Bodo HMM 2013 - - - 70 

Ali et al. [15] Urdu SVM 2015 - - - 73 

Tun et al. [16] Myanmar HMM 2016 - - - 53 
Sangjamraschaikun et al. [18] Isarn HMM 2017 - - - 79 

Syamanthika et al. [26] Tamil SVM 2020 51 46 41 47 

Proposed Method Kui SVM with data 

augmentation 

2024 90 83 84 83 

https://ieeexplore.ieee.org/author/37088490333
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Figure 22. Accuracy of different ML models 

 

 

Besides the advantage of using the SVM + augmentation method for Kui digit recognition, we have 

faced some challenges with a very small number of speakers participating in the case of our developed Kui 

dataset. Secondly, the intergenerational transmission of these languages reduces as younger generations 

migrate toward more prevalent languages, which further reduces the population of speakers. Thirdly, the Kui 

language has primarily been oral traditions, with no written form. It may be difficult to integrate the language 

into formal education systems or to maintain it for future generations. 

 

 

4. CONCLUSION AND FUTURE WORK 

Digit recognition is widely used across industries for various applications, including security. In this 

research, the real-time Kui digit dataset has collected. The highest performance is achieved using the SVM 

with data augmentation technique, i.e., 83%, than other models. Adding more Kui terms to the dataset and 

training the model can fill certain gaps in our work. Due to the enormous number of people who speak Kui, it 

is important to diversify the Kui speech corpus when constructing or gathering data for Kui digit recognition. 

As a result, the Kui corpus will be diverse in terms of dialectal and accent information. We are concentrating 

on dataset diversity and quantity, as digit recognition requires a variety of speakers to hear more and more 

varied voices. Multiple speakers using the same voice will not aid in determining digit recognition. The 

accuracy of the findings will significantly increase with further development of the algorithms, the training 

dataset, and the classifier itself. In the future, we intend to extend our dataset size, extract the features using 

different feature extraction methods, and compare the result by applying different classifiers. 
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