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 The study utilized non-parametric tests, specifically, the Mann-Whitney U 

test, to evaluate the performance of a proposed model called QRPCA-t-SNE, 

along with two other models, MDS and UMAP. The study compared these 

three models with two datasets on performance metrics such as model 

accuracy, training accuracy, testing accuracy, mean square error, AUC 

scores, precision, recall, and F1 scores. Once the model's performance was 

conducted, the Anderson-Darling test was to check for data normality before 

applying the hypothesis for model proof. The analysis revealed that Model 1 

(QRPCA-t-SNE) significantly outperformed Model 2 (UMAP) and Model 3 

(MDS) in terms of accuracy, with p-values of 0.0027 and 0.0003, respectively. 

This finding suggests that Model 1 (QRPCA-t-SNE) is suitable for high-

accuracy and reliability applications, providing valuable insights into 

predictive analytics with a 95% confidence interval (confidence level α= 0.05). 
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1. INTRODUCTION  

Dimensionality reduction is used in data analysis and machine learning [1]. It is utilized to reduce  

a dataset’s input variable count to make it easier to handle and understand. This technique offers several 

benefits, such as making the data more accessible to interpret, increasing computing performance, reducing 

the chances of overfitting [2]-[5] during model training and making data visualization more accessible. 

Data dimensionality reduction is frequently employed for visual data analysis in social sciences and 

bioinformatics. In the past, principal component analysis (PCA) [6], multidimensional scaling (MDS), and 

uniform manifold approximation and projection (UMAP) have been among the most popular DR techniques 

employed. Nevertheless, emerging techniques have expanded the possibilities for reducing data 

dimensionality, providing researchers and analysts with a broader spectrum of options to optimize their data 

analysis processes. These techniques are widely used, as evidenced by published references such as [7]-[12]. 

T-distributed stochastic neighbor embedding (t-SNE)[13]-[18] is a powerful technique to reduce 

data dimensions, especially for visualizing data with many dimensions. It helps to reveal complex patterns 

and inherent groupings in the data by transforming similarities between data points into shared probabilities 

in a space with fewer dimensions using an exponential distribution. Even though t-SNE provides informative 

visualizations. Furthermore, t-SNE is utilized in many areas, such as biomedical signal processing, genomics 

[19], [20], and physics [21]. MDS [22] is a technique used to analyze how similar or different items are. It 

helps us understand patterns in data that have many other dimensions. MDS converts the distances between 

objects into points plotted in a more straightforward space, like two or three dimensions. The goal is to 

maintain the distances between the objects as accurately as possible. The technique helps visualize trends in 

complex data. 
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Uniform manifold approximation and projection (UMAP) [23] is a method that reduces the 

complexity of data, primarily when visualizing data with many dimensions. Leland McInnes and John Healy 

created it, and it is popular because it maintains local and global data structures. UMAP is used for manifold 

learning, meaning data is dispersed along a curved path. The goal is to make data more accessible to analyze 

by unfolding this path more simply. 

The QRPCA-t-SNE [24] is a deep learning model proposed to help visualize high-dimensional 

datasets, particularly in genomics. The model is built using a combination of machine learning algorithms and 

algebraic methods, such as the QR decomposition algorithm [25], principal component analysis, and t-SNE. 

One of the key benefits of this proposed model is the improvement it brings to essential parameters such as 

training, testing, F1-Score, model score, mean square error, and AUC score. This makes it a valuable tool for 

researchers and scientists working with large datasets, as it allows them to analyze and understand complex 

data sets more efficiently in a way that was not previously possible. Overall, the QRPCA-t-SNE model is an 

innovative solution that promises to significantly impact the field of genomics and other areas where large, 

high-dimensional datasets are standard. 

This paper compares different dimensionality reduction techniques, such as UMAP and MDS, with the 

Proposed model (QRPCA-t-SNE) [24] based on various parameters. We aim to demonstrate that the 

Proposed model is more robust than other dimensionality reduction techniques. To prove its robustness, we 

use two different datasets related to genomics, namely the cancer dataset (Kaggle website) and the Mouse 

Whole Cortex and Hippocampus dataset (Allen Atlas) [26]. 

The paper is organized into multiple sections. Section 2 covers a detailed explanation of how each 

model parameter is implemented with different datasets. Section 3 covers the model validation process with a 

statistical test. Finally, section 4 summarizes the study’s findings and conclusions. 

 

 

2. METHOD 

The first section covers the dataset description, and the second section provides an overview of 

various dimension reduction techniques. In the third section, we will describe the comparison tool that can be 

used to compare different methods. Lastly, the last section will cover the investigation tool. 

 

2.1.  Dataset description 

We used the molecular cancer gene expression dataset from Kaggle to compare various models.  

The dataset has 7,129 rows and 38 columns, as illustrated in Figure 1. The second dataset is the mouse whole 

cortex and hippocampus dataset (Allen Atlas [26]), which contains 10,122 rows and 387 columns. This 

dataset helps us assess the model’s robustness. 

 

2.2.  Dimensionality reduction techniques overview 

This paper presents a comparative analysis of the dimensionality reduction technique and proposed 

model QRPCA- t-SNE [24]. The first method we considered is QRPCA-t-SNE [24], which combines QR 

decomposition and principal component analysis with t-distributed stochastic neighbor edging. The second 

method is UMAP, which stands for uniform manifold approximation and projection. 

 

2.3.  Comparison tools 

The parameters which are used to compare the models are as follows. The first parameter is the 

model score, which is obtained using the train test split function of the sklearn library. The second parameter 

is the mean squared error. The third parameter is the training and testing results. The fourth parameter is the 

AUC Score obtained using the roc AUC score function from the sklearn metrics library. The last parameter is 

the confusion matrix score, which tests precision, recall, accuracy, and F1-Score. 

 

2.4.  Investigation tool 

This analysis used a system that ran on a Google Collab Pro, having a TPU processor with 35 GB 

RAM and a 120 GB hard disk. We used Google Colab as our programming tool to achieve optimal results 

quickly and accurately. Additionally, we compared the dimensionality reduction technique using two popular 

libraries: TensorFlow and skit-learn. 

 

2.5.  Dataset 1 

Dataset 1 covers the detailed model implementation of (QRPCA-t-SNE), UMAP, and MDS. Dataset 

2 is accompanied with the evaluation parameters like model score, mean squared error, training, and testing. 

Results: the AUC, receiver operating characteristic curve (ROC score), precision, recall, accuracy, and F1-

score. 
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2.5.1. Model 1: QRPCA-t-SNE model 

First, we imported dataset 1, which is displayed in Figure 1. Next, we applied the preprocessing step 

to visualize the dataset using t-SNE with a perplexity of 40, as illustrated in Figure 2. After that, we split the 

data into training and testing sets and calculated the model score using LogisticRegressionCV with 

max_iter=5,000, as demonstrated in Figure 3, to achieve a model score. Once we computed the model score, 

we estimated the mean squared error (MSE) amount in this model, shown in Figure 4. The next step was to 

examine the training and testing results displayed in Figure 5. Before the confusion matrix, we checked the 

AUC score to verify the true and false positive rates, as demonstrated in Figure 6. Finally, we utilized the F1, 

precision, recall, and accuracy scores to evaluate the model, as shown in Figure 7. 

 

 

 

 

 
 

Figure 1. Dataset_1 size [24] 

 

 

 
 

Figure 2. QRPCA-t-SNE visualization [24] 

 

 

 
 

Figure 3. Model score of QRPCA-t-SNE [24] 

 

 

 
 

Figure 4. Mean square error of QRPCA-t-SNE 

[24] 

 

 

 

 

 

 

 
 

Figure 5. Training and testing accuracy of QRPCA-t-

SNE [24] 

 
 

Figure 6. AUC score of QRPCA-t-SNE [24] 
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Figure 7. Confusion matrix score QRPCA-t-SNE [24] 

 
 

2.5.2. Model 2: uniform manifold approximation and projection 

The same dataset 1 underwent preprocessing and was visualized using UMAP, as shown in Figure 8. 

Subsequently, the dataset was partitioned into training and testing sets, following which the model score was 

computed using the ’LogisticRegressionCV max iter=5,000 as depicted in Figure 9. Once we calculated the model 

score, we estimated the MSE amount in this model, shown in Figure 10. The training and testing results depicted in 

Figure 11 were analyzed to identify discrepancies, and the AUC score was utilized to evaluate the True and False 

Positive rates, illustrated in Figure 12. Finally, the F1 score, precision, recall, and accuracy scores thoroughly 

understood the model’s performance, as demonstrated in Figure 13. 
 

 

 
 

Figure 8. UMAP data visualization (self made) 
 
 

 

 

 

 

 
 

Figure 9. Model score of UMAP [24] 
 
 

 
 

Figure 10. Mean square error of UMAP [24] 

 
 

Figure 11. Training and testing accuracy of UMAP [24] 
 
 

 
 

Figure 12. AUC score of UMAP [24] 

 

 

 

 

 

 

 

 

 
 

Figure 13. Confusion matrix score of UMAP [24] 
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2.5.3. Model 3: multidimensional scaling 

Again, we consider the next model, which is MDS. Firstly, the dataset underwent preprocessing, 

done by the previous stage at the first model, and then visualized using MDS as depicted in Figure 14. 

Subsequently, the dataset was partitioned into training and testing sets, following which the model score was 

computed using the LogisticRegressionCV with max_iter=5,000, as shown in Figure 15. As illustrated in 

Figure 16, the Mean Squared Error method was employed to calculate the average squared difference 

between estimated and actual values. The training and testing results were analyzed to identify discrepancies, 

as shown in Figure 17, and the AUC score was utilized to evaluate the true and false positive rates, as shown 

in Figure 18. Finally, the F1 score, precision, recall, and Accuracy scores thoroughly understood the model’s 

performance, as demonstrated in Figure 19. 

 

 

 
 

Figure 14. Data visualization using MDS (self-made) 

 

 

 

 

 

 

 
 

Figure 15. Model score of MDS [24] 

 

 

 

 
 

Figure 16. Mean square error of MDS [24] 

 

 

 
 

Figure 17. Training and testing accuracy of MDS [24] 

 

 

 
 

Figure 18. AUC score of MDS [24] 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 19. Confusion matrix score of MDS [24] 
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2.6.  Dataset 2 

Dataset 2 covers the detailed model implementation of (QRPCA-t-SNE), UMAP, and MDS. Dataset 

2 is accompanied with the evaluation parameters like model score, mean squared error, training, and testing. 

Results: the AUC score (area under the ROC Curve), ROC score, precision, recall, accuracy, and F1-score. 

 

2.6.1. Model 1: QRPCA - t- SNE model 

First, we imported Dataset 2, which is displayed in Figure 20. Next, we applied the preprocessing 

step to visualize the dataset using t-SNE with a perplexity of 40, as illustrated in Figure 21. After that, we 

split the data into training and testing sets and calculated the model score using LogisticRegressionCV with 

max_iter=5,000, as demonstrated in Figure 22, to achieve a model score. Once we computed the model score, 

we estimated the MSE amount in this model, shown in Figure 23. The next step was to examine the training 

and testing results displayed in Figure 24. Before the confusion matrix, we checked the AUC score to verify 

the true and false positive rates, as demonstrated in Figure 25. Finally, we utilized the F1, precision, recall, 

and accuracy scores to evaluate the model, as shown in Figure 26. 
 
 

 

 

 

 

 

 
 

Figure 20. Dataset_2 size (self-made) 
 

 

 
 

Figure 21. QRPCA-t-SNE data visualization [24] 
 

 

 
 

Figure 22. Model score of QRPCA-t-SNE [24] 
 
 

 

 

 
 

Figure 23. Mean square error of QRPCA-t-SNE [24] 
 

 

 

 
 

Figure 24. Training and testing accuracy of QRPCA-

t-SNE [24] 

 
 

Figure 25. AUC score of QRPCA-t-SNE [24] 
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Figure 26. Confusion matrix score of QRPCA-t-SNE [24] 

 

 

2.6.2. Model 2: uniform manifold approximation and projection 

The same dataset 2 underwent preprocessing and was visualized using UMAP, as shown in Figure 27. 

Subsequently, the dataset was partitioned into training and testing sets, following which the model score was 

computed using the ’LogisticRegressionCV max iter=5,000 as depicted in Figure 28. Once we calculated the 

model score, we estimated the MSE amount in this model, shown in Figure 29. The training and testing results 

depicted in Figure 30, were analyzed to identify discrepancies, and the AUC score was utilized to evaluate the True 

and false positive rates, illustrated in Figure 31. Finally, the F1 score, precision, recall, and Accuracy scores 

thoroughly understood the model’s performance, as demonstrated in Figure 32. 
 

 

 
 

Figure 27. Dataset_2 visualization using 

UMAP (self-made) 
 

 

 

 

 

 

 

 
 

Figure 28. Model score of UMAP [24] 
 

 

 
 

Figure 29. Mean square error of UMAP [24] 
 
 

 
 

Figure 30. Training and testing accuracy of UMAP [24] 
 
 

 
 

Figure 31. AUC score of UMAP [24] 

 

 

 

 

 

 

 
 

Figure 32. Confusion matrix score of UMAP [24] 
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2.6.3. Model 3: multidimensional scaling 

Again, we consider the next model, which is MDS. Firstly, the dataset underwent preprocessing, 

done by the previous stage at the first model, and then visualized using MDS as depicted in Figure 33. 

Subsequently, the dataset was partitioned into training and testing sets, following which the model score was 

computed using the LogisticRegressionCV with max_iter=5,000, as shown in Figure 34. As illustrated in 

Figure 35, the mean squared error method was employed to calculate the average squared difference between 

estimated and actual values. The training and testing results were analyzed to identify discrepancies, as 

shown in Figure 36, and the AUC score was utilized to evaluate the true and false positive rates, as shown in 

Figure 37. Finally, the F1 score, precision, recall, and accuracy scores thoroughly understood the model’s 

performance, as demonstrated in Figure 38. 
 

 

 
 

Figure 33. Data visualization using MDS (self-made) 

 

 

 

 

 

 

 
 

Figure 34. Model score of MDS [24] 

 

 
 

Figure 35. Mean square error of MDS [24] 

 

 

 
 

Figure 36. Training and testing accuracy of MDS [24] 

 

 

 
 

Figure 37. AUC score of MDS [24] 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 38. Confusion matrix score of MDS [24] 
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3. RESULTS AND DISCUSSION  

We have used the Mann-Whitney U Test to show that our proposed model is better than other tools, 

namely UMAP and MDS. This test compares multiple models with different datasets. We first checked the 

normality of the data by applying the Anderson-Darling test to both datasets, as shown in Figure 39. 

Similarly, we used the Anderson-Darling test for the second dataset, also depicted in Figure 40. Both datasets 

did not follow the normal distribution based on the Anderson-Darling test. To establish the model’s superiority 

over MDS and LDAs, hypothesis testing was conducted using the Mann-Whitney U statistical test: 

H0: No difference in the median accuracy scores between the two models being compared. 

H1: Model 1(QRPCA-t-SNE) exhibits a statistically higher median accuracy compared to either Model 2 

(UMAP) or Model 3 (MDS). 

The Mann-Whitney U statistical test is commonly used to compare two data groups. By default, it is 

implemented with a 95% confidence interval, and an α is 0.05 through scipy.stats. In this study, we used the 

Mann- Whitney U Statistical Test to compare Model 1 with Model 2 and Model 1 with Model 3. The results 

are shown in Figure 41, and the p-values for both comparisons are 0.00265 and 0.000296, respectively. 

For the first comparison, the p-value of 0.00265 is less than the (α=0.05), which means we reject the 

null hypothesis at a 95% confidence interval. This indicates a statistically significant difference between 

Model 1 and Model 2. Similarly, for the second comparison, the p-value of 0.000296 is less than (α=0.05), 

leading us to reject the null hypothesis at a confidence level of α. This suggests a difference in the median 

accuracy scores between the two models (MDS and UMAP). In summary, the Mann-Whitney U Statistical 

Test helped us to identify significant differences between the models and support our objective. 

 

 

 
 

Figure 39. Anderson-Darling for dataset 1(self-made) 

 

 

 
 

Figure 40. Anderson-Darling for dataset 2 (self-made) 
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Figure 41. Mann Whitney U test result (self-made) 

 

 

4. CONCLUSION  

Our comprehensive analysis revealed the performance of the QRPCA-t-SNE model over both 

UMAP and MDS across various vital accuracy parameters. The Mann-Whitney U test is a non-parametric 

method for Model proving with the Anderson-Darling test to check the data normality. The p-values of 

Model 1(QRPCA-t-SNE) vs. Model 2 (UMAP) is 0.0027, which is less than (α = 0.05), which gives 

evidence to reject H0(null hypothesis). Similarly, the p-value of Model 1(QRPCA-t-SNE) vs. Model 3(MDS) 

p-values is 0.0003, which is less than the (α = 0.05). Additionally, QRPCA-t-SNE performs consistently 

across training and testing accuracy, mean square error, model accuracy, AUC scores, precision, recall, and 

F1 scores better than other models, which are UMAP and MDS. The model is tested via two datasets with 

different sources in the same genomic field. Not only does QRPCA-t-SNE demonstrate its effectiveness in 

predictive modeling, but it also highlights the potential for exploring its scalability and adaptability to various 

data-intensive domains. 
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