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 Early detection of melanoma skin cancer (MSC) is critical in order to 

prevent deaths from fatal skin cancer. Even though the modern research 

methods are effective in identifying and detecting skin cancer, it is a 

challenging task due to a higher level of color similarity between melanoma 

non-affected areas and affected areas, and a lower contrast between the skin 

portions and melanoma moles. For highlighting the aforementioned 

problems, an efficient automated system is proposed for an early diagnosis 

of MSC. Firstly, dermoscopic images are collected from two benchmark 

datasets namely, international skin imaging collaboration (ISIC)-2017 and 

PH2. Next, skin lesions are segmented from dermoscopic images by 

implementing a fuzzy based SegNet model which is a combination of both 

deep fuzzy clustering algorithm and the SegNet model. Then, hybrid feature 

extraction (ResNet-50 model and local tri-directional pattern (LTriDP) 

descriptor) is performed to capture the features from segmented skin lesions. 

These features are given into the normalized stacked long short-term 

memory (LSTM) network to categorize the classes of skin lesions. The 

empirical evaluation reveals that the proposed normalized stacked LSTM 

network achieves 98.98% and 98.97% of accuracy respectively on the ISIC-

2017 and PH2 datasets, and these outcomes are more impressive than those 

of the conventional detection models. 
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1. INTRODUCTION  

In recent decades, melanoma skin cancer (MSC) has become a serious and prevalent health disorder 

with a high mortality rate. Both malignant and benign skin cancers occur due to the damage caused in 

deoxyribonucleic acid [1]. A high exposure to ultraviolet radiation causes this damage, and leads to 

unregulated and excessive growth of cells. The benign skin cancers (cysts, seborrheic keratosis, 

dermatofibromas, cherry angiomas, skin tags, and pyogenic granulomas) do not spread, whereas malignant 

skin cancers are uncontrollable and spread throughout the human body [2], [3]. There is a chance of curing 
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malignant skin cancers when detected at an early stage. However, MSC detection at an early stage is a 

difficult process; therefore, several methods are developed for detecting and classifying the MSC [4], [5]. 

Recently, numerous segmentation algorithms are developed for automatic skin lesion segmentation such as, 

region growing, edge detection, and thresholding [6]. Furthermore, several handcrafted feature extraction 

techniques are used to extract image properties like color, texture and shape. The traditional techniques have 

a high semantic gap among extracted features, further leading to the curse of the dimensionality problem [7]. 

Even though the conventional machine and deep learning models offer adequate outcomes, they are 

ineffective in achieving satisfactory results, especially when the dataset is limited [8]. The existing researches 

related to “MSC detection” are surveyed as follows. Araújo et al. [9] integrated Link-Net and U-Net models 

for melanoma region segmentation. Further, fine-tuning and transfer-learning techniques were utilized for 

learning the properties of the disease. The simulation experiments carried out on the DermIS, ISIC-2018, and 

PH2 datasets showed the superiority of this hybrid segmentation model. Ahmed et al. [10] combined mask 

region based convolutional neural network (RCNN) and Retina-Net models for automatic segmentation and 

detection of melanoma lesions. The generalization capability of this hybrid segmentation model was 

evaluated utilizing PH2 and ISIC-2018 datasets. The outcomes revealed that this hybrid segmentation model 

achieved better segmentation performance, even in the presence of occlusion changes (poor color contrast, 

and variations in geometrical size and shape). In comparison to traditional detection models, the hybrid deep 

learning-based segmentation model showed better accuracy improvement. Even though the modern research 

methods were effective in identifying and detecting skin cancer, it was still challenging due to higher level of 

color similarities between melanoma non-affected areas and the affected areas, and a lower contrast between 

the skin portions and melanoma moles. 
Thanh et al. [11] presented a novel framework for automatic MSC detection utilizing different 

image processing techniques. This framework comprised three important phases namely, pre-processing by 

adaptive principal curvature (APC) for removing hairs in dermoscopic images, skin lesion segmentation by 

color normalization that efficiently discriminated skin lesions from the skin tone, alongside the necessary 

feature information being extracted using asymmetry-border-colour-diameter (ABCD) rule for evaluating the 

score of skin lesions in order to detect and segment melanoma. An online benchmark dataset (ISIC-2017) 

was used to validate the success of this framework. Nawaz et al. [12] firstly employed a faster RCNN model 

for enhancing the visual information, alongside eliminating noise and illumination problems in dermoscopic 

images. Then, the melanoma skin lesions with variable boundaries and sizes were segmented by applying the 

fuzzy K-means (FKM) clustering algorithm. The performance of this presented framework was validated on 

ISIC-2017 dataset, and the outcomes showed that this framework superiorly outperformed the existing 

frameworks in the context of MSC detection. Furthermore, Saba [13] performed MSC detection utilizing 

non-handcrafted and handcrafted features. The clinical features called Gabor filters, asymmetry, visual 

textures, Markov random fields, Menzies method, local binary patterns (LBP), border color, border diameter, 

seven-point detection, oriental histography, and fractal dimension were explored for MSC detection. These 

captured features were passed into the conventional machine learning models: random forest, Adaboost,  

K-nearest neighbour (KNN) and support vector machine (SVM) to classify the stages of MSC into benign, 

suspicious, and malignant. Several evaluation measures including specificity, sensitivity, precision, dice 

coefficient, accuracy, and Jaccard index were utilized for assessing the effectiveness of the reported models. 

Al-Masni et al. [14] introduced a full-resolution convolutional network (FrCN) for precise 

segmentation of skin lesion boundaries. Next, the skin lesions were classified by employing the CNN 

models: DenseNet-201, Inception-ResNet-v2, ResNet-50, and Inception-v3. This presented deep learning 

based framework was validated on three online datasets (ISIC-2018, 2017, and 2016) using the evaluation 

measures of sensitivity, F1-score, accuracy, and specificity. Goyal et al. [15] developed an automated 

framework through the ensemble of different deep learning models for accurate segmentation and detection 

of skin lesions in dermoscopic images. Additionally, color normalization was performed to remove hair 

follicles in the dermoscopic images. This framework’s (incorporation of DeeplabV3+ and mask RCNN 

models) performance was tested on two benchmark datasets, PH2 and ISIC-2017. By surveying the existing 

literature, the following few problems are needed to be addressed in this present study for precise 

segmentation and classification of MSC. In this context, the conventional classification models which are, 

random forest, Adaboost, KNN, and SVM have two major concerns of overfitting and outliers. In addition, 

the performing of experiments by using only the non-handcrafted and handcrafted features increases the 

semantic gap among features and results in a poor classification performance. Furthermore, the incorporation 

of two or three pre-trained deep learning models was computationally complex and required a high-end 

computer for processing an enormous amount of image data. In order to counter the above-described 

problems, an efficient automated system is proposed for MSC detection in this study. The contributions of 

this study are given: 
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− A fuzzy based SegNet model is implemented for precise segmentation of skin lesions on the ISIC-2017 

and PH2 datasets. Hybrid feature extraction is performed using the ResNet-50 model and LTriDP 

descriptor for extracting most informative deep features from the segmented skin lesion regions. 

− A normalized stacked long short term memory (LSTM) network is proposed for classifying the following 

three classes, melanoma, seborrheic keratosis, and benign on the ISIC-2017 dataset, alongside the classes, 

melanoma, atypical nevi, and common nevi on the PH2 dataset. Six evaluation measures are used to 

analyse the performance of both fuzzy based SegNet model and the normalized stacked LSTM network.  

The remaining sections of the manuscript are arranged in following format; section 2 provides information of 

the proposed methodology. Section 3 provides results, discussion and comparison of the proposed method, 

while section 4 provides conclusion of research. 

 

 

2. METHODS 

In the context of MSC segmentation and classification, the proposed automated system includes four 

steps. At first, the dermoscopic images are acquired from two benchmark datasets, ISIC-2017 and PH2. Next, 

the skin lesions are accurately segmented by implementing a fuzzy based SegNet model; and further, in the 

segmented images, features are extracted by incorporating the LTriDP descriptor and ResNet-50 model. 

Lastly, the obtained features are fed into the normalized stacked LSTM network for classifying the types of 

skin lesions. The steps involved in this automated system are visually described in Figure 1. 

 

 

 
 

Figure 1. Steps involved in this automated system 

 

 

2.1.  Dataset description 

The fuzzy-based SegNet model and the normalized stacked LSTM networks’ performance are 

analysed on two benchmark datasets, ISIC-2017 and PH2. Firstly, the ISIC-2017 dataset comprises 2,750 

dermoscopic images belonging to three classes (melanoma, seborrheic keratosis, and benign). This ISIC-

2017 dataset has 600 images in test-set, 150 images in validation-set, and 2,000 images in the  

training-set [16]. The data distribution of the ISIC-2017 dataset is presented in Table 1. 

 

 

Table 1. Data distribution of the ISIC-2017 dataset 
Classes Test-set Validation-set Training-set 

Melanoma 117 30 374 

Seborrheic keratosis 90 42 254 

Benign 393 78 1,372 

 

 

On the other hand, PH2 dataset encompasses 200 dermoscopic images with a pixel resolution 

of 768 × 560. Among the 200 images, 40 images are melanoma, 80 images are atypical nevi, and the 

remaining 80 images are common nevi [17]. This PH2 dataset has a medical annotation for all dermoscopic 

images which include, histological and clinical diagnosis, assessment of many dermoscopic criteria (blue-

whitish veil, regression areas, streaks, globules/dots, pigment network, and color), and medical segmentation 

of the skin lesions. The dermoscopic images of ISIC-2017 and PH2 datasets are pictorially represented in 

Figure 2. Figure 2(a) represents the sample images from ISIC-2017 dataset and Figure 2(b) represents the 

sample images from PH2 dataset. 
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(a) (b) 

 

Figure 2. Dermoscopic images (a) ISIC-2017 dataset and (b) PH2 dataset 

 

 

2.2.  Skin lesion segmentation 

After acquiring the dermoscopic images from ISIC-2017 and PH2 datasets, the skin lesions are 

accurately segmented by deploying a fuzzy based SegNet model. This segmentation model is an 

incorporation of deep fuzzy clustering algorithm and SegNet model. In this scenario, the deep fuzzy 

clustering algorithm and SegNet model are incorporated on the basis of the cross entropy loss function. The 

acquired dermoscopic images from ISIC-2017 and PH2 datasets are considered as the input for deep fuzzy 

clustering algorithm which is represented as 𝐶 = {𝐶1, … 𝐶𝑖 , … . 𝐶𝑛}, and 𝑛 denotes the number of dermoscopic 

images. In this clustering algorithm, the batch size is denoted as 𝑓𝑡, maximum number of iterations is denoted 

as 𝑍𝑚𝑎𝑥, and the cluster amount is indicated as 𝑀. A sample dermoscopic image is considered as 𝐶𝑖, divided 

into 
𝑓

𝑓𝑡
 batches and further, every batch of the training data is found with 𝐶𝑠, 𝑠 = 1,2, … .

𝑓

𝑓𝑡
. In order to predict 

the affinities 𝑋 ∈ ℜ𝑓𝑡×𝑓𝑡 , the pseudo labels are ɣ𝑠, fuzzy membership is 𝑃𝑠, and the hidden features 𝑇𝑠 are 

computed for every batch. Then, the hidden features 𝑇𝑠 and reconstruction error 𝑁ɣ,𝑍(𝐶𝑠) are calculated for 

each batch amount. The auto-encoder’s objective function 𝑂(𝐶, 𝜃) is mathematically presented in (1). 

 

𝑂(𝐶, 𝜃) =
1

𝑛
∑ ‖𝑁ɣ,𝑍(𝐶𝑖) − 𝐶𝑖‖

2
+ 𝛾 × 𝑟𝑒𝑔(ɣ)𝑛

𝑖=1  (1) 

 

Where, the regularization expression is represented as 𝑟𝑒𝑔(ɣ) and the euclidean standard is stated 

as ‖. ‖. In this context, the regularization expression 𝑟𝑒𝑔(ɣ) solves the issue of overfitting. Furthermore, the 

Kullback-Leibler (KL) divergence based objective function 𝐾𝑠, target 𝑋𝑠, and fuzzy membership 𝑃𝑠 is 

computed. The coefficient 𝛾 is used for controlling the scale of KL-divergence. Further, the graph 

regularization 𝜐𝑜 is calculated by using 𝑇𝑠 and 𝐾𝑠, and is mathematically depicted in (2). 

 

𝑚𝑖𝑛 𝜐𝑜 = 𝑚𝑖𝑛 ∑ ‖𝑜𝑖 − 𝑜𝜌‖
2

𝐾𝑖,𝜌
𝑛
𝑖,𝜌=1  (2) 

 

Where, 𝐾𝑖,𝜌 is the affinity between 𝐾𝜌 and 𝐾𝑖. In this clustering algorithm, the loss function 𝐹𝐿 is 

formulated using (3). Additionally, the clustered pattern is mathematically denoted in (4). Where, the desired 

target is denoted as 𝐼𝑖𝑗 , the degree of membership or belongingness for 𝐶𝑖 is denoted as 𝐻𝑖𝑗 , the trained 

weights of the clustering layer are denoted as 𝜇1 𝑎𝑛𝑑 𝜇2 , total sequence patterns are indicated as 𝑚, grouped 

patterns are represented as 𝑃, and the output of this clustering algorithm is denoted as 𝑁𝑖 which is combined 

with the SegNet model for skin lesion segmentation. 

 

𝐹𝐿 = ∑ ‖𝑁ɣ,𝑍(𝐶𝑖) − 𝐶𝑖‖2

2𝑛
𝑖=1 + 𝜇1 ∑ ∑ 𝐼𝑖𝑗𝑙𝑜𝑔𝑚

𝑗=1

𝐼𝑖𝑗

𝐻𝑖𝑗
+ 𝜇2 ∑ ‖𝑜𝑖 − 𝑜𝜌‖

2
𝐾𝑖,𝜌

𝑛
𝑖,𝜌=1

𝑛
𝑖=1  (3)  

 

𝑃 = {𝑃1, 𝑃2, … . , 𝑃𝑚} (4) 

 

The SegNet is a deep-learning based segmentation model, which encompasses an encoder network, 

a decoder network, and a pixel-wise classification layer [18], [19]. The encoder network has thirteen 
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convolutional layers for encoding the input data and is inspired from the concept of visual geometry group 

(VGG)-16 model. Next, the decoder network maps the lower-resolution encoder feature maps for pixel-wise 

classification. In this model, the decoder network utilizes the pooling indices for performing non-linear 

upsampling. This process eliminates the necessity of learning to perform upsampling. The up-sampled maps 

are sparse and integrated with the trainable filter for generating dense feature maps. In the context of skin 

lesion segmentation, the output of the SegNet model is denoted as 𝑆𝑁𝑖. As mentioned earlier, a cross entropy 

loss function is utilized in this fuzzy based SegNet model for combining the output of both SegNet model and 

deep fuzzy clustering algorithm. This process 𝐺𝑖 is mathematically expressed in (5). Where, cross entropy 

loss consequent to clustering algorithm output 𝑁𝑖 is represented as 𝜂1 and cross entropy loss corresponding to 

SegNet model output 𝑆𝑁𝑖 is denoted as 𝜂2. The output of this fuzzy based SegNet model is pictorially 

presented in Figure 3. The Figure 3(a) represents segmented dermoscopic images from ISIC-2017 dataset and 

Figure 3(b) represents segmented dermoscopic images from PH2 dataset. 

 

𝐺𝑖 = 𝜂1𝑁𝑖 + (1 − 𝜂2)𝑆𝑁𝑖 (5) 

 

 

  
(a) (b) 

 

Figure 3. Segmented dermoscopic images (a) ISIC-2017 dataset and (b) PH2 dataset 

 

 

2.3.  Feature extraction 

Following the segmentation of skin lesions, hybrid feature extraction (ResNet-50 model and LTriDP 

descriptor) is presented in this section. The ResNet-50 model comprises 49 convolutional layers and one fully 

connected layer for extracting features from the segmented skin lesion regions [20]−[22]. The output size of 

the ResNet-50 model is 2048; here, 𝑁𝐿𝑅𝑒𝑠𝑁𝑒𝑡  represents the non-linear function of the ResNet-50 model, and 

𝑅𝑒𝑠𝑁𝑒𝑡𝑖,𝑗 indicates the features extracted from 𝐺𝑟𝑒𝑦𝑃𝑖𝑥𝑒𝑙𝑖 , 𝑗 = 1,2,3, … .2048. The feature extraction 

process of the ResNet-50 model is mathematically denoted in (6). 

 

𝑅𝑒𝑠𝑁𝑒𝑡𝑖,𝑗 = 𝑁𝐿𝑅𝑒𝑠𝑁𝑒𝑡(𝐺𝑟𝑒𝑦𝑃𝑖𝑥𝑒𝑙𝑖) (6) 

 

The LTriDP descriptor is an extended version of the LBP descriptor which has a relationship with 

the neighbourhood pixels in all directions [23]. In a specific radius, every center pixel has eight 

neighbourhood pixels, and in the next radius, there are sixteen neighbourhood pixels, and so on. The limited 

number of neighbourhood pixels provides more information when they are closer to the center pixel. In this 

scenario, the eight neighbourhood pixels are considered for creating the patterns. The LTriDP descriptor 

utilizes the relationship among adjacent neighbors with neighboring pixels, and the relationship of 

neighboring pixel with center pixel. One-neighbourhood pixels and its two adjacent pixels (either horizontal 

or vertical pixels) are compared with the center pixel, as graphically presented in Figure 4. The output of the 

LTriDP descriptor 𝐹𝑒𝐿𝑇𝑟𝑖𝐷𝑃 is mathematically expressed in (7). Here, a feature level fusion is carried out for 

combining 2048 feature vectors of the ResNet-50 model, and 4982 feature vectors of LTriDP descriptor 

which are lastly passed to the normalized stacked LSTM network for skin lesion classification. 

 

𝐹𝑒𝐿𝑇𝑟𝑖𝐷𝑃 = {𝐿𝑇𝑟𝑖𝐷𝑃1×1, 𝐿𝑇𝑟𝑖𝐷𝑃1×2, … . , 𝐿𝑇𝑟𝑖𝐷𝑃1×4982} (7) 
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Figure 4. Sample notation of center and neighbourhood pixels 

 

 

2.4.  Skin lesion classification 

The extracted features from the ResNet-50 model and LTriDP descriptor are given into the 

normalized stacked LSTM network for classifying the types of skin lesions. The stacked LSTM network is an 

improved version of the LSTM network because the LSTM network comprises a single hidden layer, while 

the stacked LSTM network comprises multiple hidden layers [24]−[26]. By stacking the multiple hidden 

layers, the network gets deeper and captures longer-term spatial and temporal information from the extracted 

features. This process improves the classification performance, particularly, in the context of MSC detection. 

In the proposed normalized stacked LSTM network, a normalization layer is added to every LSTM layer in 

the network. The inclusion of the normalization layer reduces internal covariate shift problem as well as the 

risk of overfitting, thereby speeding up and stabilizing the training process. In medical imaging application, 

the stacked LSTM network is more prone to exploding and vanishing gradient problems. This normalization 

process reduces these problems by effectively maintaining activations (sigmoid and tangent) in a specific 

scale [27], [28]. During the back-propagation process, the normalization simplifies the propagation of 

gradients. The parameters considered in the normalized stacked LSTM network are: optimizer is Adam, 

batch size is 32, total hidden units in every layer is 50, total epochs is 100, learning rate is 0.001, and length 

of time lags is 15. The empirical evaluation of the fuzzy based SegNet model and the normalized stacked 

LSTM network are depicted in section 4. The architecture of the normalized stacked LSTM network is stated 

in Figure 5. 

 

 

 
 

Figure 5. Architecture of the normalized stacked LSTM network 

 

 

3. RESULTS 

The fuzzy based SegNet model and the normalized stacked LSTM network are implemented 

utilizing MATLAB R2020b (version 9.9) software. This proposed system is executed on a computer 

equipped with windows 11 (64-bit) operating system, 2TB hard-drive, Intel i7 processor, and 16GB memory. 

Two online benchmark datasets, ISIC-2017 and PH2 are utilized for investigating the performance of both 

fuzzy based SegNet model and normalized stacked LSTM network. The evaluation measures, jaccard 

coefficient and dice coefficient are utilized to analyse the performance of the fuzzy based SegNet model. On 

the other hand, the evaluation measures: accuracy, sensitivity, precision, and matthews correlation coefficient 

(MCC) are utilized to investigate the performance of the normalized stacked LSTM network in the context of 

MSC detection. 

 

3.1.  Evaluation measures 

In this medical imaging application, Jaccard coefficient and dice coefficient are effective in 

estimating the similarity between two sets 𝐴 𝑎𝑛𝑑 𝐵, where, 𝐴 denote skin lesions that are detected by a fuzzy 

based SegNet model and 𝐵 represents the ground-truth regions. The formulas used to calculate jaccard 

coefficient and dice coefficient are illustrated in (8) and (9). 

 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
|𝐴∩𝐵|

|𝐴∪𝐵|
  (8) 
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𝐷𝑖𝑐𝑒 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2|𝐴∩𝐵|

|𝐴|+|𝐵|
 (9) 

 

In this context of MSC detection, accuracy is defined as the percentage of precisely determined 

cases (true negative (TN) and true positive (TP)) to the total cases. Furthermore, sensitivity estimates the 

ability of a normalized stacked LSTM network for correctly identifying the positive instances. Specifically, 

sensitivity is defined as the percentage of actual melanoma cases precisely determined by the normalized 

stacked LSTM network. The mathematical formulas used to compute accuracy and sensitivity are specified 

in (10) and (11). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100 (10) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100 (11) 

 

MCC is one of the efficient evaluation measures in image classification which considers TN, TP, 

false negative (FN), and false positive (FP) cases. This evaluation measure is useful, particularly when 

dealing with imbalanced image datasets. The evaluation measure ‘precision’ estimates the accuracy of 

positive prediction done by the proposed normalized stacked LSTM network. The numerical expressions of 

precision and MCC are denoted in (12) and (13). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100 (12) 

 

𝑀𝐶𝐶 =
𝑇𝑃×𝑇𝑁−𝐹𝑃×𝐹𝑁

√(𝑇𝑁+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑃+𝐹𝑃)
× 100 (13) 

 

3.2.  Quantitative analysis 

As represented in Table 2, in the context of MSC detection, the fuzzy based SegNet model is 

compared with five conventional segmentation models: K-means clustering, fuzzy C means clustering,  

U-Net, and SegNet using two evaluation measures (Jaccard coefficient and dice coefficient). By viewing  

Table 2, it is evident that the fuzzy based SegNet model obtains impressive segmentation results with 0.98 

and 0.97 of Jaccard coefficient, and 0.99 and 0.98 of dice coefficient on the ISIC-2017 and PH2 datasets, 

respectively. Generally, skin lesions vary in size, shape, and appearance. This fuzzy based SegNet model is 

robust and flexible in managing the gradual transitions between different types of tissues. The lesions with 

fuzzy boundaries are useful in differentiating abnormal and normal tissues. Moreover, the raw dermoscopic 

images often contain artifacts and noise. The deep fuzzy clustering algorithm reduces the impact of variations 

in dermoscopic images, hence resulting in better skin lesion segmentation. The pictorial comparison of the 

fuzzy based SegNet model and other conventional models is given in Figure 6. 

 

 

Table 2. Output of the fuzzy based SegNet model and other conventional models 
Models ISIC-2017 dataset ISIC-2017 dataset 

Jaccard coefficient Dice coefficient Jaccard coefficient Dice coefficient 
K-means clustering 0.70 0.80 0.69 0.70 

Fuzzy C means clustering 0.74 0.87 0.78 0.83 
Superpixel clustering 0.80 0.88 0.87 0.86 

U-Net 0.89 0.90 0.90 0.92 
SegNet 0.94 0.95 0.95 0.95 

Fuzzy based SegNet 0.98 0.99 0.97 0.98 

 

 

As illustrated in Table 3, the classification performance of the normalized stacked LSTM network is 

compared with five traditional classification models namely, artificial neural network (ANN), recurrent 

neural network (RNN), gated recurrent unit (GRU), Bi-directional LSTM (Bi-LSTM), and stacked LSTM on 

the ISIC-2017 and PH2 datasets. As depicted in Table 3, the normalized stacked LSTM network obtains 

impressive classification results with 98.98% and 98.97% of accuracy correspondingly, on the ISIC-2017 and 

PH2 datasets, and these outcomes are significantly higher than those of the traditional classification models. 

Moreover, the normalized stacked LSTM network exhibits better results on other evaluation measures like 

sensitivity, precision, and MCC. The pictorial comparison of the normalized stacked LSTM network and 

other traditional classification models on the ISIC-2017 and PH2 datasets is correspondingly presented in 

Figures 7 and 8. 
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Figure 6. Pictorial comparison of the fuzzy based SegNet model and other conventional models 

 

 

Table 3. Output of the normalized stacked LSTM network and other traditional classification models 
ISIC-2017 dataset 

Models Accuracy (%) Sensitivity (%) Precision (%) MCC (%) 

ANN 88.75 89.64 90.85 90.99 
RNN 90.44 91.82 92.22 92.75 

GRU 92.96 93.90 93.08 93.95 

Bi-LSTM 95.54 94.85 96.52 94.77 
Stacked LSTM 96.80 96.08 97.11 96.30 

Normalized stacked LSTM 98.98 98.75 98.62 98.44 

PH2 dataset 
Models Accuracy (%) Sensitivity (%) Precision (%) MCC (%) 

ANN 92.80 94.90 92.11 90.28 

RNN 93.22 95.28 93.88 93.54 
GRU 93.98 96.44 94.65 96.55 

Bi-LSTM 95.50 97.08 96.60 96.76 

Stacked LSTM 97.66 97.87 97.96 97.88 
Normalized stacked LSTM 98.97 98.55 98.76 98.90 

 

 

 
 

Figure 7. Pictorial comparison of the normalized stacked LSTM network and other traditional classification 

models on the ISIC-2017 dataset 

 

 

In this classification segment, the traditional classification models (ANN, RNN, GRU, Bi-LSTM, 

and stacked LSTM) are executed in the same environment. The common parameters considered in these 

models are: dropout rate of 0.05, learning rate of 0.001, batch size of 64, activation functions are ReLU, 

sigmoid and tangent, total epochs of 100, and loss function is cross entropy. In comparison to the traditional 
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classification models, the normalized stacked LSTM model is effective in capturing longer-term spatial and 

temporal information from the extracted features, therefore resulting in better classification of dermoscopic 

images. The normalized stacked LSTM model efficiently classifies three classes, melanoma, seborrheic 

keratosis, and benign on the ISIC-2017 dataset, and three classes, melanoma, atypical nevi, and common nevi 

on the PH2 dataset. 

 

 

 
 

Figure 8. Pictorial comparison of the normalized stacked LSTM network and other traditional classification 

models on the PH2 dataset 

 

 

Furthermore, the effectiveness of the normalized stacked LSTM model is analysed based on various 

K-fold cross validation techniques (K=2, 3, 5, and 8). By inspecting Table 4, it is evident that the normalized 

stacked LSTM model offers superior results in five-fold (20:80% testing and training) cross validation 

technique. The performing of cross validation reduces the risk of overfitting and bias by generalizing the 

proposed model on dissimilar subsets of image data. 

 

 

Table 4. Outcomes of normalized stacked LSTM model on various K-fold cross validation techniques 
Datasets Measures (%) K=2 K=3 K=5 K=8 

ISIC-2017 Accuracy 96.50 96.40 98.98 97.55 

Sensitivity 96.12 95.39 98.75 96.06 
Precision 96.28 96.93 98.62 95.99 

MCC 97.36 95.72 98.44 95.77 

PH2 Accuracy 96.58 96.68 98.97 96.92 
Sensitivity 97.68 95.27 98.55 97.64 

Precision 97.05 95.14 98.76 97.34 

MCC 96.80 95.44 98.90 97.62 

 

 

3.3.  Comparative analysis 

The proposed automated system’s (combination of fuzzy based SegNet model and normalized 

stacked LSTM network) outcomes are compared with that of the existing systems developed by  

Araújo et al. [9], Ahmed et al. [10], Thanh et al. [11], and Goyal et al. [15]. Araújo et al. [9] which combined 

Link-Net and U-Net models for melanoma region segmentation. This hybrid model obtains 96.30% of 

accuracy, 90.50% of sensitivity, 0.92 of dice coefficient, and 0.85 of jaccard coefficient on the PH2 dataset. 

Ahmed et al. [10] combined mask RCNN and Retina-Net models for automatic MSC detection. This 

presented model obtains 93.20% of sensitivity, 0.92 of Jaccard coefficient, and 0.94 of dice coefficient on the 

PH2 dataset. 

Furthermore, Thanh et al. [11] developed an efficient system for automatic MSC detection by 

employing different image processing techniques namely, APC, color normalization, and ABCD rule. The 

developed system achieves 96.60% of accuracy, 96.10% of sensitivity, 0.88 of Jaccard coefficient, and 0.93 

of dice coefficient on the ISIC-2017 dataset. Goyal et al. [15] implemented an automated system by 

ensemble of different deep learning models (DeeplabV3+ and mask RCNN) for accurate MSC detection. 

This ensemble model achieves 94.08% of accuracy, 89.93% of sensitivity, 0.79 of Jaccard coefficient, and 

0.87 of dice coefficient on the ISIC-2017 dataset. Correspondingly, this model obtains 93.80% of accuracy, 

98.70% of sensitivity, 0.83 of Jaccard coefficient, and 0.90 of dice coefficient on the PH2 dataset. As 

mentioned in Table 5, in comparison to these existing systems, the proposed system attains significant 

detection performance, especially in the context of MSC. 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 35, No. 1, July 2024: 323-334 

332 

Table 5. Comparative evaluation of the proposed system and other compared systems 
Models Dataset Accuracy 

(%) 

Sensitivity 

(%) 

Dice 

coefficient 

Jaccard 

coefficient 

Link-Net and U-Net [9] PH2 96.30 90.50 0.92 0.85 

Mask RCNN and Retina-Net [10] PH2 - 93.20 0.94 0.92 

APC and ABCD rule [11] ISIC-2017 96.60 96.10 0.93 0.88 
DeeplabV3+ and mask RCNN [15] ISIC-2017 94.08 89.93 0.87 0.79 

PH2 93.80 98.70 0.90 0.83 

Fuzzy based SegNet model and normalized 
stacked LSTM network 

ISIC-2017 98.98 98.75 0.99 0.98 
PH2 98.97 98.55 0.98 0.97 

 

 

3.4.  Discussion 

Even though the modern research methods are effective in identifying and detecting skin cancer, it is 

very challenging due to a higher level of color similarity between melanoma non-affected areas and affected 

areas, and a lower contrast between the skin portions and melanoma moles. In the application of medical 

imaging, an automated system (combination of fuzzy based SegNet model, hybrid feature extraction, and 

normalized stacked LSTM network) is proposed for MSC detection. The deep fuzzy clustering algorithm is 

computationally effective because of the reusing of pooling indices, and this procedure removes the need of 

learning to perform upsampling. Additionally, the extraction of deep features by integrating ResNet-50 

model and LTriDP descriptor decreases the semantic gap among features, thereby resulting in superior skin 

lesion classification. In the presented normalized stacked LSTM network, the layer normalization normalizes 

the activations in every layer of the LSTM network. This process reduces the overfitting risk and prevents 

this network from being sensitive to input patterns. By analyzing the simulation outcomes, it is learnt that 

still, the normalized stacked LSTM network has a problem of limited spatial understanding, and this is 

resolved by incorporating a spatial attention process as a future extension. This extension further improves 

the performance of this system for MSC detection. The normalized stacked LSTM network improves feature 

abstraction by learning hierarchical representations over temporal and spatial dimensions. This mechanism 

improves its generalization capability and facilitates precise classification. 

 

 

4. CONCLUSION 

In this manuscript, an efficient automated system is proposed for MSC detection by incorporating 

fuzzy based SegNet model and normalized stacked LSTM network. From the dermoscopic images acquired 

from ISIC-2017 and PH2 datasets, skin lesions are accurately segmented using a fuzzy based SegNet model. 

This segmentation model is more robust to noise and artefacts due to the incorporation of a deep fuzzy 

clustering algorithm. In addition, it is computationally effective due to the reuse of pooling indices in the 

SegNet model. The fuzzy based SegNet model incorporates the benefits of both deep fuzzy clustering 

algorithm and SegNet model, resulting in better segmentation performance related to other conventional 

models. The empirical analysis states that the fuzzy based SegNet model obtains 0.98 and 0.97 of jaccard 

coefficient, and 0.99 and 0.98 of dice coefficient on the ISIC-2017 and PH2 datasets, respectively. 

Furthermore, the normalized stacked LSTM network is proposed to categorize the classes of skin lesions. 

The normalized stacked LSTM network improves feature abstraction by learning hierarchical representations 

over temporal and spatial dimensions. This mechanism improves its generalization capability and facilitates 

precise classification. In comparison to other traditional classification models, the normalized stacked LSTM 

network obtains 98.98% and 98.97% of accuracy separately on the ISIC-2017 and PH2 datasets. By 

analyzing the simulation outcomes, it is learnt that still, the normalized stacked LSTM network has the 

problem of limited spatial understanding, and this is resolved by incorporating a spatial attention process as a 

future extension. This extension may further improve the performance of this system in MSC detection. 
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