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 Parkinson's is a neurodegenerative disease that generally affects people over 

60 years of age. The disease destroys neurons and increases the accumulation 

of α-synuclein in many parts of the brain stem, although at present its causes 
remain unknown. It is therefore a priority to identify a method that can detect 

the disease, and this is where machine learning models become important. 

This study aims to perform a comparative analysis of machine learning 

models focused on the early detection of Parkinson's disease. Logistic 
regression (LR), support vector machines (SVM), decision trees (DT), extra 

trees classifiers (ETC), K-nearest neighbors (KNN), random forests (RF), 

adaptive boosting (AdaBoost) and gradient boosting (GB) algorithms are 

described and developed to identify the one that offers the best performance. 
In the training stage, we used the Oxford University dataset for Parkinson's 

disease detection, which has a total of 23 attributes and 195 records on patient 

voice recordings. The article is structured into six sections, such as introduction, 

related work, methodology, results, discussions, and conclusions. The metrics 
of accuracy, sensitivity, F1 count, and precision were used to measure the 

models' performance. The results position the KNN model as the best 

predictor with 95% accuracy, precision, sensitivity, and F1 score. 
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1. INTRODUCTION  

Parkinson's disease is a disorder that impacted approximately 6 million people globally in 2016 [1]. 

Over the past two decades, a significant increase in the incidence of this disease has been observed, although 

the reasons behind this increase are not fully elucidated [2], [3]. This condition is characterized by the 

progressive loss of neurons of the substantia nigra pars compacta [4] and the accumulation of α-synuclein in 

different areas of the brainstem, but its origin remains an unsolved enigma for the scientific community [5], [6]. 

With approximately 3% to 5% of cases linked to genetic bases and 16% to 36% related to hereditary factors, 

Parkinson's is now classified as a heterogeneous disease affecting various regions of the nervous system [7], [8]. 

In this context, the prevalence of Parkinson's disease in developed countries is about 3% in the general 

population and about 1% in people over 60 years of age [9], [10]. People of different ethnic backgrounds may 

be affected, although men are slightly more predisposed to the disease [11], [12]. The age of onset, previously 

estimated at 50.8 years, is now around 60 years, and the first symptoms may appear between 21 and 40 years 

of age, sometimes extending into the 50 years [13], [14]. Definitive diagnosis of Parkinson's disease is made 

by autopsy; however, clinical diagnosis is made by diagnostic certainty: clinically possible, clinically probable, 

and clinically definite Parkinson's disease [15]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The standardized incidence rate worldwide is 8 to 18 cases per 100,000 inhabitants [16]. In Spain, an 

annual incidence rate of 168 per 100,000 inhabitants was calculated, affecting mostly elderly men, but 

decreasing in women over 79 years of age [17]. On the other hand, in Rotterdam, the Netherlands, there was a 

slight increase in the incidence of Parkinson's disease from 0.3 per 1,000 inhabitants aged 55 to 65 years to 4.4 

per 1,000 inhabitants over 85 years, with men being more likely to develop the disease [18]. Similarly, in the 

northern area of Manhattan, United States, an incidence of 107 cases per 100,000 inhabitants was identified, 

where women had the lowest prevalence as opposed to men, as well as white and Hispanic people [19]. In the 

case of Taiwan, an annual incidence of 10.4 cases per 100,000 population and a mortality rate of 40.4% was 

recorded [20]. In Australia, a prevalence of 85 cases per 100,000 population was recorded [21]. Similarly, 

China has an annual incidence of 170 cases per 100,000 inhabitants over 50 years of age [22]. It is therefore 

necessary to find an effective method for early detection of the disease, and it is in this context that machine 

learning (ML) comes into play. 

ML is a subfield of artificial intelligence (AI) that allows computers to learn and improve from training 

with data related to a specific topic and is characterized by not being explicitly programmed [23]. It involves 

the application of algorithms and statistical models to examine data and subsequently use this information to 

predict outcomes or make decisions [24], [25]. Disease prediction using ML involves analyzing large volumes 

of medical data to train algorithms to predict the likelihood of a patient developing a particular disease [26]. 

During training, the models seek to identify patterns and relationships between the data that may be determinant 

in the detection or prediction of a disease [27]. 

The aim of this study is to address the urgent need for effective methods for the early detection of 

Parkinson's disease. To this end, a comparative analysis of several ML models is performed in this context. 

Specifically, logistic regression (LR), support vector machines (SVM), decision trees (DT), extra trees 

classifier (ETC), K-nearest neighbors (KNN), random forests (RF), AdaBoost and gradient boosting (GB) 

algorithms are described and developed to identify the model offering the best performance in this task. 

This work contributes to research by addressing unsolved problems and areas requiring improvement 

in early Parkinson's detection. The contributions focus on the comprehensive comparison and evaluation of 

multiple ML models, considering their specific performance on the proposed task. The article is structured in 

six main parts. Section 1 introduction, we contextualize the problems of the case study. Section 2 review of the 

literature, the relevant literature is reviewed to provide an overview of previous approaches and highlight gaps 

in knowledge. Section 3 methodology, we detail the methodology, which is divided into two sections. In section 

3.1, we discuss the ML models, and in section 3.2, we develop the case study. Then, section 4 results, we 

present the results. In the last two parts section 5 discussion, and section 6 conclusion, we discuss the results 

and present the conclusions of the study, summarizing the contributions and outlining possible future directions 

for research. 

 

 

2. REVIEW OF THE LITERATURE 

In this section, we detail some works related to the case study. The authors of the study [28], analyzed 

and developed different ML models for the early detection of Parkinson's disease, for the training of the models 

they used a dataset on the non-motor and olfactory characteristics of the patients. The results of the study 

positioned the LR model as the best disease detector with 0.97159 in accuracy. Similar to the study [29], where 

they analyze SVM, RF, DT, KNN, and multi-layer perceptron (MLP) models to detect Parkinson's disease, 

differentiating healthy from diseased people, in the training stage they used the University of California at 

Irvine (UCI) dataset with 195 voice recordings. The study concluded that MLP is the best detector with 0.9831 

accuracy, followed by SVM with 0.95 accuracy. Similarly, Sharma and Mishra [30] analyzed seven ML models 

focused on predicting Parkinson's disease, they used a dataset from Oxford University with voice biometric 

recordings from 31 patients. The results position the AdaBoost model as the best predictor with a precision and 

accuracy of 0.87 and 0.864 respectively, followed by RF and LR which achieved a precision of 0.85 and 0.8305 

respectively.  

Swaroopa and Saritha [31], analyzed multiple ML algorithms for Parkinson's disease classification 

and detection, for training the models they used a dataset storing voice recordings of people with and without 

Parkinson's. The results of the study positioned the extreme gradient boosting (XGBoost) model as the best 

with 0.95 accuracy. On the other hand, [32] conducted an evaluation of multiple ML algorithms for the 

identification of patients with Parkinson's disease, the models were trained on a dataset of 195 vowel phonation 

records. The results of the study showed that the SVM model achieved 0.914 in accuracy. Similarly,  

Sakar et al. [33] explore the SVM model in predicting Parkinson's disease by recording speech, isolated words, 

and short sentences. The study concluded that SVM achieved an accuracy of 0.775. In [34], the authors analyze 

DT, LR, and artificial neural networks (ANN) models to identify the model with the best accuracy in 

diagnosing Parkinson's disease. The training results showed that ANN achieved better performance with 0.929 

in accuracy. 
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Nahar et al. [35] conducted a comparative study of different ML models focused on early detection 

of Parkinson's disease, in the methodological part they employed feature selection methods such as Boruta, 

recursive feature elimination (RFE), and RF classifier. The results show that the GB model achieved the best 

performance with 0.79 in precision and 0.7916 in accuracy, followed by ETC with 0.73 in precision and 0.75 

in accuracy. Saeed et al. [36], perform a comparative analysis of different ML models for early prediction of 

Parkinson's disease, for training the models they used a dataset storing 240 patient voice recordings. The 

training results positioned the KNN model as the best predictor with 0.8833 in accuracy. 

Likewise, Kundu et al. [37] seek to diagnose Parkinson's with the use of ML models, for this, they 

used the recorded voice dataset from the ICU machine learning repository. The results of the study positioned 

the AdaBoost model as the best predictor with 0.974 accuracy. Tiwari [38] analyzed eight models focused on 

Parkinson's disease prediction, as part of their methodology they employed feature selection of 5, 10, and 20 

random selections. The training results positioned RF as the best predictor with 0.905 in precision and 0.975 

in accuracy, followed by DT with 0.905 in precision and 0.905 in accuracy. Mandal and Sairam [39] optimize 

the accuracy of some models focused on early diagnosis of Parkinson's disease. The results showed that LR 

achieved the best performance with a sensitivity and specificity of 0.983 and 0.996, respectively. On the other 

hand, [40] performed a comparative study of ML algorithms for the early detection of Parkinson's disease. The 

results position the DT model as the best predictor with 0.9477 in accuracy. The study [41], focused on the 

early detection of Parkinson's disease through the analysis of voice signals. Recordings of patients pronouncing 

vowels, processed using wavelet transforms, are used. The use of the genetic algorithm (GA) for feature 

selection and its integration with the KNN classifier is highlighted. The results reveal that the vowel "a" and 

the KNN offer an accuracy of 0.9118, positioning them as key elements in the effective detection of the disease. 

Similarly, in [42] with the use of voice recordings and body movement information of patients, they seek to 

predict the probability of developing Parkinson's disease. The results show that the KNN model achieved a 

better performance with 0.88 in accuracy. Finally, the authors of the study [43] make a thorough review of ML 

algorithms that can help in the prediction of Parkinson's disease, as part of their methodology they employed 

the SMOTE oversampling technique to generate synthetic values and in training feature selection to optimize 

the models. The results of the study ranked RF as the best with 0.974 in accuracy. 

 

 

3. METHOD 

In this section, we present the methodology of our study, which is divided into two stages. In the first 

stage, we detail the models (LR, SVM, DT, ETC, KNN, RF, AdaBoost, and GB) of ML selected for Parkinson's 

detection. In the second stage, we conduct a comprehensive analysis of the dataset, followed by preprocessing 

and training of the models. 

 

3.1.  Description of the ML models 

3.1.1. Logistic regression 
LR models are statistical algorithms that analyze the relationship of variables with another qualitative, 

dichotomous dependent variable and one or several independent variables [44], [45]. This model is usually 

used to study the effects of predictor variables on categorical variables, so that the prediction result is usually 

in binary to confirm the presence or absence of a specific event [46]. It is mainly useful to study the relationship 

of the state of some disease to determine whether a person is sick or not, so it is widely used in the health field 

[47], [48]. The mathematical formula of the model can be represented in (1). Y represents an event's probability, 

denoted as P(Y). 

 

𝑃(𝑌) =
1

1+𝑒−(𝑏0+𝑏1𝑋1+𝑏2𝑋2+⋯+𝑏𝑛𝑋𝑛), (1) 

 

3.1.2. Support vector machines 
The SVM model is an algorithm based on statistical learning that focuses mainly on minimizing 

structural risk; it is an easy-to-use model, reliable in predictions, and fast in data processing [49]. In the model, 

use is made of a hypothesis space composed of linear functions within a high-dimensional feature space, and 

these functions are trained using optimization algorithms that apply a learning bias derived from the 

fundamentals of statistical learning theory [50]. SVM significantly decreases the most common ML problems 

such as optimization problems, and it is in this aspect that the model excels relative to others [51]. The main 

objective of the model is to predict the objective values with the use of test data and certain variables [52], [53]. 

The model can be expressed in (2) and (3). In equation 𝑦𝑖, which represents the sample class label, the vector 

of weights W, the feature vector x, the bias b, and the sample size n are used. 
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min 1/2𝑤2, (2) 

 

Subject to: 

 

𝑦𝑖(𝑤𝑥 + 𝑏) − 1 ≥ 0, 𝑖 = 1 … . 𝑛, (3) 

 

3.1.3. Decision tree 
The DT model is a commonly used classification and prediction algorithm employed in early statistical 

algorithms [54]. DT is widely used to develop classification models since this model has similarities with 

human reasoning and is very easy to understand [55]. Moreover, it is not only known for its multiple fields of 

applications but also for its robustness and interpretability [56]. In data classification, DT employs the "divide 

and conquer" technique, whereby the model is dedicated to identifying features and establishing patterns in 

large datasets, to facilitate the selection and predictive modeling process [57]. The highlight of decision trees 

is their ability to separate data sets into recursive subsets according to the values of related input fields or 

predictors, these separations result in descendant nodes, which are known as leaves or end nodes [58], [59].  

In (4) the mathematical equation of the model is expressed. Within the equation, s is used to represent the 

sample, E is interpreted as the entropy, Pn is used to express the probability of not occurring, and Py is used to 

express the probability of occurrence. 

 

𝐸(𝑠) = ∑ (
𝑛
𝑘

) −𝑛
𝑘=0 𝑃𝑦 ∗ log 2𝑃𝑛,  (4) 

 

3.1.4. Extra trees classifier 
The ETC model is an algorithm that constructs multiple DTs in its training stage, to produce the class 

that is most frequent among the classes (classification) or the average prediction value (regression) of the 

individual trees as a result of prediction [60]. The model is similar to RF, but they differ in the way of splitting 

the tree nodes, since ETC selects features from the dataset randomly, and the best split of a random subset is 

chosen, while RF, employs all features without distinction [61], [62]. The ETC algorithm has found applications 

in a variety of areas, including medical diagnosis, wind speed forecasting, and diabetes detection [63].  

The architecture of the ETC model is presented in Figure 1. 

 

 

 
 

Figure 1. Architecture of the ETC model 

 

 

3.1.5. K-nearest neighbors 

The KNN model is a simple algorithm and is widely used in many scientific fields [64]. It is a non-

parametric model that does not make any assumptions about the distribution of the data, so it is widely used in 

regression analysis and data classification [65]. Moreover, it is based on identifying the k nearest k data points 

within the training set, after that, it performs the prediction or classification of the data based on the majority 

class of the nearest neighbors [66]. To measure the distance between its neighbors, the model uses the 

Euclidean equation for continuous variables, as shown in (5), and for discrete variables, it uses the overlap 

metric [67], [68] The model is widely used in the prediction of some diseases such as type 2 diabetes or for 

movie recommendations [69], [70]. 
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𝑑(𝑥𝑖, 𝑥𝑗) = √∑ (𝑥𝑟𝑖 − 𝑥𝑟𝑗)2𝑝
𝑟=1 ,  (5) 

 

3.1.6. Random forest 
The RF model consists of using regression trees that make use of bootstrap resampling and 

randomization of predictors, leading to high prediction accuracy [71]. RF is a more comprehensive version of 

the DT model, as it uses multiple classifiers to achieve better accuracy instead of a single classifier [72].  

The model is one of the most popular within ML, as it can account for correlation and interactions between 

features [73]. In regression, the RF model averages the predictions of each tree, but in classification, it 

accumulates the majority class votes using the class information provided by the individual trees [74].  

As shown in (6) shows the formula that the model uses to estimate the predictions of each tree [75]. Where 𝐸𝜃  

refers to the expectation with respect to the random parameter, conditional on X and the data set 𝐷𝑛. 

 

𝑟�̅�(𝑋, 𝐷𝑛) = 𝐸𝜃[𝑟𝑛(𝑋, 𝜃, 𝐷𝑛)], (6) 

 

3.1.7. Adaptive boosting 
The AdaBoost model is an algorithm that uses multiple weak learners to create a strong learner, which 

is commonly used for data classification and regression [76]. The model works by interactively training the 

weak learners and adjusting the misclassified weights, so that the final prediction is made by weighting the 

results of the learners' predictions [77]. On the other hand, AdaBoost has been integrated with other ML models 

to improve their performance, such as, for example, boosting the accuracy of DT [78]. The model equation is 

detailed in (7). Where 𝐹𝑇(𝑥) expresses the final prediction of x, 𝑓𝑡(𝑥) describes the low-power model 

prediction, �̂� is used to represent the number of low-power models and 𝛼𝑡 refers to the weight coefficient. 

 

𝐹𝑇(𝑥) = ∑ 𝛼𝑡𝑓𝑡(𝑥)𝑇
𝑡=1 , (7) 

 

3.1.8. Gradient boosting 

The GB model belongs to one of the most powerful ML families due to its wide range of practical 

applications [79]. In addition, it focuses on speed and accuracy [80]. GB is used for both regression and 

classification and like AdaBoost, it uses weak learners to create a stronger one [81]. The model is optimized in 

function space with the use of gradient, as it is based on Friedman's statistical development [82]. The model 

equation can be expressed in (8). Where f(x) represents the prediction function, �̂� denotes the final model 

accuracy, γ is the learning coefficient and h(x) corresponds to the prediction of the i-th least robust model. 

 

�̂� = 𝑓(𝑥) = ∑ 𝛾 ∗ ℎ(𝑥), (8) 

 

3.2.  Case study 

3.2.1. Understanding the dataset 

The Oxford University dataset for Parkinson's disease detection was used to train the models. The 

dataset stores 195 records with 23 attributes recording various biomedical measurements of the voice, all 

presented in ASCII format. The variables stored name (patient name and record), mean fundamental vocal 

frequency (MDVP: Fo(Hz)), maximum fundamental vocal frequency (MDVP: Fhi(Hz)), minimum 

fundamental vocal frequency (MDVP: Flo(Hz)), a measure of the tonal components of speech (NHR), measure 

assessing the relationship between harmonics and noise in speech (HNR), the fractal dimension of the speech 

signal (DFA), two measures of dynamic complexity in the speech signal (RPDE and D2), three measures 

assessing the variation in frequency (Spread1, Spread2, and PPE), measures quantifying the variation of the 

fundamental frequency in speech (Jitter, Jitter(Abs), RAP, PPQ and Jitter: DDP), measures assessing amplitude 

variation in the voice (Shimmer, Shimmer(dB), Shimmer: APQ3, Shimmer: APQ5, MDVP: APQ, Shimmer: 

DDA) and status ("1" represents Parkinson's and "0" indicates that the subject is healthy). The development 

process of the study is detailed in Figure 2. 

 

3.2.2. Data preparation 

As an initial step before proceeding with the training of our models, we performed an analysis of the 

characteristics of the dataset. First, we imported the necessary libraries to perform an exploratory analysis, 

where we verified the attribute names. We also examined the data types contained in each attribute, as presented 

in Table 1. We observed that the dataset includes one object-type attribute, one integer-type attribute, and 22 

float-type attributes. This analysis allowed us to confirm the absence of missing values. Finally, we inspected 

both the unique values and the information stored in the dataset, as shown in Table 2. 
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Figure 2. Case study development process 
 

 

Table 1. Summary information of the data set 
# Column Non-null Count Dtype 

0 name non-null 195 object 

1 MDVP:Fo(Hz) non-null 195 float64 

2 MDVP:Fhi(Hz) non-null 195 float64 

3 MDVP:Flo(Hz) non-null 195 float64 

4 MDVP:Jitter(%) non-null 195 float64 

5 MDVP:Jitter(Abs) non-null 195 float64 

6 MDVP: RAP non-null 195 float64 

7 MDVP: PPQ non-null 195 float64 

8 Jitter: DDP non-null 195 float64 

9 MDVP: Shimmer non-null 195 float64 

10 MDVP:Shimmer(dB) non-null 195 float64 

11 Shimmer: APQ3 non-null 195 float64 

12 Shimmer: APQ5 non-null 195 float64 

13 MDVP: APQ non-null 195 float64 

14 Shimmer: DDA non-null 195 float64 

15 NHR non-null 195 float64 

16 HNR non-null 195 float64 

17 Status non-null 195 int64 

18 RPDE non-null 195 float64 

19 DFA non-null 195 float64 

20 Spread1 non-null 195 float64 

21 Spread2 non-null 195 float64 

22 D2 non-null 195 float64 

23 PPE non-null 195 float64 

Dtypes: float64(22), int64(1), object(1) 

Memory usage: 36.7+ KB 

 
 

Table 2. Content of the data set 
  0 1 2 ... 192 193 194 

Name phon_R01

_S01_1 

phon_R01

_S01_2 

phon_R01

_S01_3 

... phon_R01_

S50_4 

phon_R01_

S50_5 

phon_R01_

S50_6 

MDVP:Fo(Hz) 119.992 122.4 116.682 ... 174.688 198.764 214.289 

MDVP:Fhi(Hz) 157.302 148.65 131.111 ... 240.005 396.961 260.277 

MDVP:Flo(Hz) 74.997 113.819 111.555 ... 74.287 74.904 77.973 

MDVP:Jitter(%) 0.00784 0.00968 0.0105 ... 0.0136 0.0074 0.00567 

MDVP:Jitter(Abs) 0.00007 0.00008 0.00009 ... 0.00008 0.00004 0.00003 

MDVP:RAP 0.0037 0.00465 0.00544 ... 0.00624 0.0037 0.00295 

MDVP:PPQ 0.00554 0.00696 0.00781 ... 0.00564 0.0039 0.00317 

Jitter: DDP 0.01109 0.01394 0.01633 ... 0.01873 0.01109 0.00885 

MDVP: Shimmer 0.04374 0.06134 0.05233 ... 0.02308 0.02296 0.01884 

... ... ... ... ... ... ... ... 

Shimmer: DDA 0.06545 0.09403 0.0827 ... 0.03804 0.03794 0.03078 

NHR 0.02211 0.01929 0.01309 ... 0.10715 0.07223 0.04398 

HNR 21.033 19.085 20.651 ... 17.883 19.02 21.209 

Status 1 1 1 ... 0 0 0 

RPDE 0.414783 0.458359 0.429895 ... 0.407567 0.451221 0.462803 

DFA 0.815285 0.819521 0.825288 ... 0.655683 0.643956 0.664357 

Spread1 -4.813031 -4.075192 -4.443179 ... -6.787197 -6.744577 -5.724056 

Spread2 0.266482 0.33559 0.311173 ... 0.158453 0.207454 0.190667 

D2 2.301442 2.486855 2.342259 ... 2.679772 2.138608 2.555477 

PPE 0.284654 0.368674 0.332634 ... 0.131728 0.123306 0.148569 

PPE 0.284654 0.368674 0.332634 ... 0.131728 0.123306 0.148569 
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3.2.3. Data preparation 
In Figure 3 it is evident that the data set presents a significant imbalance in the target variable "status". 

It is observed that there is a predominance of records corresponding to patients diagnosed with Parkinson's, 

representing 75.38% of the total, compared to 24.62% of records belonging to individuals who do not suffer 

from the disease. This imbalance may hurt the performance of ML models, so methods to mitigate this 

drawback should be evaluated. 

 

 

 
 

Figure 3. Target variable "status" 

 

 

Figure 4 shows the correlations between the attributes and the target variable. In this graph, shorter 

bars indicate lower correlations, while longer bars represent higher correlations. The attributes MDVP: Fo(Hz), 

MDVP: Flo(Hz), HNR, and MDVP: Fhi(Hz) show the lowest correlations, with values close to or below -0.3. 

On the other hand, the attributes spread2, PPE, and spread1 exhibit some of the strongest correlations, with 

values of 4, 5, and 6, respectively, along with the target variable "status" with 10. The remaining attributes 

show correlations in the range of levels 2 and 3, indicating a strong relationship with the target variable. 

 

 

 
 

Figure 4. Correlations of different attributes with the target variable "status" 

 

 

On the other hand, Figure 5 plots the distribution of several continuous variables relevant to our 

analysis. In particular, Figure 5(a) shows the distribution of the MDVP: APQ attribute, which quantifies the 

mean of the amplitude differences between successive peaks in the speech signal. In the plot, a leftward skew 

in the distribution of this attribute is visible, indicating a trend toward lower values. Similarly, in Figure 5(b), 

we plot the distribution of the Shimmer: DDA attribute, which measures the variation in the amplitude of the 

speech signal based on the average distance between local maxima and minima in the signal. Again, we can 
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observe a leftward skew in this distribution, suggesting a prevalence of lower values in this attribute. 

Continuing with the analysis of Figure 5(c), we note that the distribution of the NHR attribute also shows a 

leftward bias, in line with the trends observed in the previous attributes. In contrast, in Figure 5(d), we present 

the distribution of the HNR attribute, which shows a distribution that roughly resembles a normal distribution, 

with a symmetry around its mean. These distribution patterns are essential for understanding the variability of 

these variables in our data set and can provide valuable information. 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 5. Distribution of the continuous functions: (a) distribution of the "MDVP: APQ" attribute,  

(b) distribution of the "Shimmer: DDA" attribute, (c) distribution of the "NHR" attribute, and (d) distribution 

of the "HNR" attribute 

 

 

In Figure 6, we illustrate the relationship between the continuous attributes and the target variable to 

identify the factors that influence the probability of developing Parkinson's disease. In Figure 6(a), we observe 

that as the mean vocal fundamental frequency (MDVP: Fo(Hz)) increases, the probability of developing 

Parkinson's decreases, as fewer positive "1" cases related to this attribute are recorded. Similarly, in Figure 6(b), 

we can appreciate that as the maximum fundamental vowel frequency (MDVP: Fhi(Hz)) increases, the 

probability of suffering from Parkinson's is practically zero, since the positive cases related to this attribute are 

few less than "0". Similarly, according to Figure 6(c), an increase in the minimum fundamental vocal frequency 

index (MDVP: Flo(Hz)) is associated with a minimal probability of developing Parkinson's in patients. On the 

other hand, in Figure 6(d), it is observed that an increase in the Jitter percentage (MDVP: Jitter(%)), which 

measures the variation in the period between consecutive cycles of the speech signal, correlates with an increase 

in the likelihood of developing Parkinson's disease. This is because the data set contains a higher number of 

cases related to this attribute and positive cases (greater than "0"). Furthermore, according to Figure 6(e), an 

increase in the absolute value of Jitter (MDVP: Jitter(Abs)) translates into a higher probability of developing 

Parkinson's disease, as more positive cases (0.2) related to this attribute are recorded. Likewise, according to 

Figure 6(f), an increase in fast Jitter (MDVP: RAP) is associated with an increased likelihood of developing 

the disease (0.1), making it a relevant factor in clinical diagnosis. 

Likewise, in Figure 7 we analyze the influence of two attributes with the target variable "status" to 

see the probabilities that a patient may develop Parkinson's disease. In Figure 7(a) we check the influence of 

the attributes MDVP: Fo(Hz) and PPE on the variable "status". In this plot, we note that 8 Parkinson's cases 

with positive diagnoses were found to be associated with low MDVP: Fo(Hz) values, ranging up to 100 Hz 

while presenting PPE in the range of 0.19 to 0.31. Furthermore, multiple instances of Parkinson's disease are 

observed to have relationships with medium and high MDVP: Fo(Hz) levels and a PPE in the range of 0.1 to 
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0.45. On the other hand, Figure 7(b) identified 8 instances of low MDVP: Fo(Hz) up to 100 Hz with spread1 

(from -6 to -4.5 approximately) are related to the probability of Parkinson's disease. Also, several cases of 

Parkinson's are visible for mean with spread1 (from -7 to -3 approximately). In the case of very high MDVP: 

Fo(Hz), some Parkinson's cases are also observed together with spread1 (from -6.5 to -5, approximately). 

Similarly, according to Figure 7(c), no case of low PPE with spread1 is related to Parkinson's disease. In 

addition, numerous Parkinson's cases with positive diagnosis can be seen in the high PPE category, with 

spread1 varying between -6.5 and -3.5. This area shows a considerable density of Parkinson's disease cases. 

 

 

  
(a) (b) 

  

  
(c) (d) 

  

  
(e) (f) 

 

Figure 6. Relationship of continuous attributes with the target variable: (a) mean fundamental vowel 

frequency with the target variable, (b) maximum fundamental vowel frequency with the target variable,  

(c) minimum fundamental vowel frequency index with the target variable, d) Jitter percentage with the target 

variable, (e) absolute value of Jitter with the target variable, and (f) rap Jitter with the target variable 

 

 

In Figure 8, a comprehensive analysis of the correlation of the target variable "status" concerning the 

other attributes was carried out. Through this analysis, we sought to identify significant relationships and to 

identify the influence of various attributes on the target variable. In the graph generated, it is observed that 

several attributes present a significant correlation with the "status" variable. Among the attributes that show a 

strong correlation are PPE, D2, spread1, spread2, RPDE, MDVP: Shimmer, MDVP: Shimmer(dB), Shimmer: 

APQ3, Shimmer: APQ5, MDVP: APQ, Shimmer: DDA, MDVP: Jitter(%) and MDVP: Jitter(Abs). 

Furthermore, it is important to note that strong multicollinearity was observed among several of the 

independent variables analyzed. Therefore, it is likely that we will have to discard some of them. 
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(a) 

 

 
(b) 

 

 
(c) 

 

Figure 7. Influence of two attributes with the target variable to determine the probability of having 

Parkinson's: (a) testing the influence of "MDVP: Fo(Hz)" and "PPE" with "status", (b) testing the influence 

of "MDVP: Fo(Hz)" and "spread1" with "status", and (c) testing the influence of "PPE" and "spread1" with 

"status" 

 

 

3.2.4. Data processing and modeling 
Before training the models, we have to process and clean the dataset so that the algorithms can achieve 

better performance. First, we divide our dataset into two main groups: one called "Y," which stores the target 

variable, and another called "X," which contains all the other attributes. The "X" group consists of 195 records 

and 22 different attributes, while the "Y" group includes 195 records with the corresponding target variable. 

We then proceeded to divide these groups into training and test sets in a proportion of 80% and 20%, 

respectively. This division allows us to use 80% of the data to train our models and the remaining 20% to 

evaluate their performance. In addition to data partitioning, we implemented a feature scaling process. This 

technique is fundamental to standardizing the attributes, meaning that we transform their values so that they 

have a mean of zero and a standard deviation of one. This is important to ensure that differences in attribute 

scaling do not negatively affect the performance of our models. We then proceeded to train ML models focused 

on the early detection of Parkinson's disease. 
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Figure 8. Correlation of characteristics 

 

 

4. RESULTS  

After performing a thorough preprocessing process of the dataset provided by the University of 

Oxford for Parkinson's disease detection, we proceeded to train several ML models to identify the most 

effective one based on the metrics of precision, accuracy, sensitivity, and F1 score. The models we trained 

included LR, SVM, DT, ETC, KNN, RF, and AdaBoost, as well as GB. The results of this training are detailed 

in Table 3, which provides a comprehensive view of each model's performance relative to the aforementioned 

metrics. 

 

 

Table 3. Model training results 
Logistic regression K neighbor classifier 

  F1-score (%) Recall (%) Precision (%) Support   F1-score (%) Recall (%) Precision (%) Support 

0 0.67 0.57 0.80 7 … 0.86 0.86 0.86 7 

1 0.94 0.97 0.91 32 … 0.97 0.97 0.97 32 

Macro avg 0.80 0.77 0.86 39 … 0.91 0.91 0.91 39 

Weighted avg 0.89 0.90 0.89 39 … 0.95 0.95 0.95 39 

Accuracy 0.90   39 … 0.95   39 

ROC AUC score: 0.7700892857142857 ROC AUC score: 0.9129464285714287 

Support vector classifier Random forest 

  F1-score (%) Recall (%) Precision (%) Support … F1-score (%) Recall (%) Precision (%) Support 

0 0.62 0.57 0.67 7 … 0.71 0.71 0.71 7 

1 0.92 0.94 0.91 32 … 0.94 0.94 0.94 32 

Macro avg 0.77 0.75 0.79 39 … 0.83 0.83 0.83 39 

Weighted avg 0.87 0.87 0.87 39 … 0.90 0.90 0.90 39 

Accuracy 0.87   39   0.90   39 

ROC AUC score: 0.7544642857142856 ROC AUC score: 0.8258928571428571 

Decision tree AdaBoost 

  F1-score (%) Recall (%) Precision (%) Support … F1-score (%) Recall (%) Precision (%) Support 

0 0.53 0.71 0.42 7 … 0.50 0.57 0.44 7 

1 0.85 0.78 0.93 32 … 0.87 0.84 0.90 32 

Macro avg 0.69 0.75 0.67 39 … 0.69 0.71 0.67 39 

Weighted avg 0.79 0.77 0.83 39 … 0.80 0.79 0.82 39 

Accuracy 0.77   39   0.79   39 

ROC AUC score: 0.7477678571428572 ROC AUC score: 0.7075892857142857 

Extra tree classifier Gradient boosting 

  F1-score (%) Recall (%) Precision (%) Support … F1-score (%) Recall (%) Precision (%) Support 

0 0.31 0.29 0.33 7 … 0.71 0.71 0.71 7 

1 0.86 0.88 0.85 32 … 0.94 0.94 0.94 32 

Macro avg 0.58 0.58 0.59 39 … 0.83 0.83 0.83 39 

Weighted avg 0.76 0.77 0.76 39 … 0.90 0.90 0.90 39 

Accuracy 0.77   39   0.90   39 

ROC AUC score: 0.5803571428571428 ROC AUC score: 0.8258928571428571 
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The LR, SVM, DT, ETC, KNN, RF, AdaBoost, and GB models achieved an accuracy of 89%, 87%, 

83%, 76%, 95%, 90%, 82%, and 90% respectively. Similarly, they achieved an accuracy of 90%, 87%, 77%, 

77%, 77%, 95%, 90%, 79% and 90% respectively. According to Table 3, most of the trained models have 

achieved exceptional performance, such as the KNN model, which achieved the best metrics in precision, 

accuracy, sensitivity and F1 count with 95%, 95%, 95%, 95%, and 95% respectively, making it the best model 

for early Parkinson's detection. In the second place, we have the RF and GB models with 90% accuracy, 90% 

in precision, 90% in sensitivity, and 90% in F1 count. In third place is the LR model with 89% in precision, 

90% in accuracy, 90% in sensitivity, and 89% in F1 count. Followed by the SVM model with 87% accuracy, 

87% precision, 87% accuracy, 87% sensitivity, and 87% F1 count. The DT model achieved fifth place with 

83% precision, 77% accuracy, 77% sensitivity and 79% F1 count. The AdaBoost models achieved 82% 

precision and 79% accuracy. Finally, the ETC model recorded the worst metrics in Parkinson's detection with 

76% in precision and 77% in accuracy. 

 

 

5. DISCUSSION 

Parkinson's disease, as a neurodegenerative condition, affects large numbers of people worldwide, 

having a significant impact on quality of life. Its diagnosis remains a challenge, with causes still largely 

unknown and definitive confirmation required by autopsy. The primary purpose of this study was to conduct a 

comparative analysis of ML models aimed at early detection of this disease.  

The training of the models was performed with the Oxford University dataset for Parkinson's disease 

detection, which stores 195 records with 23 attributes on voice, presented in ASCII format. After applying 

optimization methods and techniques such as feature selection and scaling, the ML models were trained. The 

LR, SVM, DT, ETC, KNN, RF, AdaBoost, and GB models achieved an accuracy of 89%, 87%, 83%, 76%, 

95%, 90%, 82%, and 90% respectively. They also achieved an accuracy of 90%, 87%, 77%, 77%, 77%, 95%, 

90%, 90%, 79% and 90% respectively. The model that achieved the best performance was KNN with 95% in 

the metrics of precision, accuracy, sensitivity, and F1 count. On the contrary, studies [36], [41], [42] obtained 

lower results than this study with the same model, achieving 88.33%, 91.18% and 88% accuracy, 

respectively. Differentiating mainly with the studies [36], [41], where they used a different data set than the 

one used in this study.  

On the other hand, the RF and GB models achieved second place with precision, sensitivity, accuracy, 

and F1 count metrics of 90%. Similar to [38], where they applied feature selection for data processing, the RF 

model achieved 90.5% precision and 97.3% accuracy. In contrast, [30] used the same dataset from Oxford 

University, but achieved 85% in precision and 87% in accuracy with the RF model, which are lower than those 

obtained in this study. One of the most marked differences is the use of optimization techniques, since in [30] 

they did not employ feature selection. In contrast, [43] applied the SMOTE oversampling technique to generate 

synthetic data and achieved 97.4% accuracy with the RF model, which is a higher result than that obtained in 

this study.  

In the case of the GB model, in the study [35] the model managed to obtain precision and accuracy of 

79% with the use of optimization techniques such as Boruta, recursive feature elimination (RFE), and RF 

classifier, but achieving lower results than those of this study about the GB model. Likewise, the LR model 

achieved third place with 89% accuracy and 90% precision. Similar to those obtained in [30], where LR 

obtained 83.05% in precision and 83% in accuracy, using the same data set, but with different optimization 

techniques. In contrast to [28], with the use of a dataset on the non-motor and olfactory characteristics of the 

patients, the model achieved 97.159% accuracy, being superior results to those obtained in this study. In the 

case of the SVM model, a performance of 87% in precision and accuracy was achieved in this study, similar 

to that achieved in [33], where the model achieved a result of 77.5% in accuracy with the use of voice 

recordings with short and long sentences. In contrast, in [29], [32] the model achieved a better performance 

with 95% and 91.4%, with the main difference in the dataset used for training the models. For its part, the DT 

model achieved 83% accuracy and 77% precision, lower results than those achieved in studies [38], [40] where 

the model achieved 90.5% and 94.77% accuracy, respectively.  

The AdaBoost model obtained a precision of 82% and an accuracy of 79%. Similar to the study [30], 

where the model achieved 87% precision and 86.4% accuracy. Different from those achieved in [37], where 

with a different data set than the one used in this study, the AdaBoost model achieved 97.4% accuracy. Finally, 

the ETC model achieved 76% in precision and 77% in accuracy, similar to [35], since the model achieved 73% 

in precision and 75% in accuracy. As we have been able to observe the results of this study agree with most of 

the related studies, in some cases even surpassing them.  

Based on the findings, it is clear that ML models, in particular KNN, RF and GB, demonstrate a 

remarkable ability for early detection of Parkinson's disease, and would help to improve patients' long-term 

quality of life. However, many times the performance of the models is conditioned with the dataset used and 

the optimization techniques and methods applied to the data. These results support the future utility of ML 
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models in the early detection of neurodegenerative diseases, but also emphasize the need for further research 

and the development of representative data sets. This study contributes to the understanding of the capabilities 

and limitations of ML models in the early detection of Parkinson's disease. Continued improvement of these 

methodologies, along with critical consideration of dataset characteristics, will guide future research toward 

more accurate and effective approaches to address this challenging health problem. 

 

 

6. CONCLUSION  

Parkinson's disease has had a rapid increase in incidence and mortality rates in the last two decades, 

so finding an early detection method could improve patients' lives. This study aimed to perform a comparative 

analysis of ML models focused on early detection of Parkinson's disease. Therefore, LR, SVM, DT, ETC, 

KNN, RF, AdaBoost, and GB algorithms were developed and analyzed to identify the one that offers the best 

performance. The Oxford University dataset for Parkinson's disease detection was used to train these models. 

This dataset, as well as related work, had patient voice information, including single words, short sentences, 

and audio frequencies. The results rank the KNN model as the best with 95% on the metrics of precision, 

accuracy, sensitivity, and F1 count. 

In addition, during the correlation analysis of the data, we noticed that, depending on some particular 

situations, the probability of suffering from Parkinson's disease increases or decreases. As in the case of Jitter 

values, when there is an increase in the frequencies recorded by this attribute, the probability of suffering from 

the disease increases dramatically, since this factor is present in most cases with a positive diagnosis of 

Parkinson's disease. On the other hand, the MDVP frequencies are also determinant, since when the frequencies 

increase the probability of Parkinson's decreases. Therefore, these attributes, as well as others that were 

analyzed, could be determinant in the early identification of Parkinson's disease. 

Finally, the models have proven to be a reliable method for Parkinson's detection, so they could be 

used in clinical trials. However, their effectiveness is conditioned by the data set used and the optimization 

techniques employed. Therefore, in the future, it would be a priority to contrast the models of this study with 

other datasets and other optimization techniques to determine the best model for early detection of Parkinson's 

disease. 
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