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 Obtaining relevant information from the Holy Qur’an can be really 
challenging for people who cannot speak Arabic, such as the Indonesian 

people. One technology implementation which is commonly used to tackle 

this problem is to develop a search engine application for Al-Qur’an verses. 

This paper proposes a search engine based on semantic representation 
keywords for the Indonesian translation of the Al-Qur’an which consists of 3 

phases i.e., data preparation, document representation, and search engine 

development. In the first stage, the Al-Qur’an dataset was built using the 

official translation of the Al-Qur’an from the Ministry of Religion and then 
enriched with the Wikipedia corpus. The second phase is document 

representation which produces feature vectors by utilizing the Word2Vec 

algorithm. Finally, the development of a search engine that can find the most 

relevant verses by calculating the cosine similarity between the document 
and the keywords. It was found that the proposed search engine succeeded in 

exceeding the performance of ordinary search engines by finding wider 

information due to the use of semantic keywords. Apart from that, the 

proposed search engine succeeded in maintaining the relevance of search 
results by achieving precision and recall levels of 98.7% and 97.3% 

respectively. 
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1. INTRODUCTION 

The Holy Qur’an is one of the most important things for Muslims in carrying out their lives as good 

Muslims. In the view of Islam, if someone is willing to be a good Muslim, they must be able to understand 

the contents of the Qur’an and underlie all of their activity to the guidance that is in the Qur’an. This is 

because the Qur’an is one of the two main sources of law which is a guide for Muslims in living their lives. 

Qur’an contains things that are related to faith, science, law, muamalah (rules governing behavior and 

procedures for human life), stories of people before, worship and, tajwid. As a document, the Holy Qur’an is 

a scripture that is very long and rich in content where it consists of 30 juz (part), 114 surahs, and 6236 verses 

and is written in Arabic. This can be really challenging for most Muslims who are not proficient in Arabic, 

for example, Indonesian Muslims who speak in Indonesian language, to understand it. It will require a lot of 

time for them to find the appropriate information in the Qur’an if they have to refer to the Qur’an for certain 

problems. Hence, developing technology to make it easier for Muslims to discover knowledge contained in 

https://creativecommons.org/licenses/by-sa/4.0/
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the Qur’an is one of the efforts that is worth to be done [1]. One of the technology implementations that is 

commonly used to assist Qur’an knowledge discovery is developing a search engine application for Al-

Qur’an verses [2]. 

Thus far, a lot of research has been carried out to help search for information in the Al-Qur’an by 

developing search engine applications. In the last 5 years, it was found that several related studies had 

worked on this topic. Even though a lot of research has been carried out, there is a big gap in existing 

research regarding the inability of the developed search application to understand and search for implicit 

(contextual) information in the Al-Qur’an. The majority of existing search engines only apply the concept of 

labeling [3], indexing and ranking as well as question answering textually without trying to understand verses 

contextually [2], [4]-[6]. This contextual understanding is very important in understanding the information 

contained in it since the Holy Al-Qur’an contains many implied meanings which is the biggest challenge in 

finding relevant information [7], [8]. 

One solution that can be applied to tackle this issue is to represent the Qur’anic text by paying 

attention to the semantic relationships that exist in each verse. Based on an in-depth study of the literature,  

it was found that only a few studies had tried this approach [9]-[11]. Moreover, the application of text 

representation based on semantic relationships in case studies of translations of the Indonesian Al-Qur’an can 

be said to be very rarely discussed. Existing research only applies a regular keyword-based approach [12] or 

keywords enriched with a Glossary [13]. Only a few studies have applied semantic-based document 

representation as carried out by Purnama et al. [14]. However, this research has not implemented dataset 

enrichment during document representation phase in order to obtain semantic keywords. To be concluded,  

the summary of the research gap and contribution offered by this research is illustrated in Figure 1. 

 

 

 
 

Figure 1. Summary of research gap and research contribution 

 

 

Based on Figure 1, it is hoped that this research can bridge those research gaps by developing a 

semantic search engine application. This proposed application is expected to be able to understand semantic 

relationships to understand Qur’anic verses textually and contextually by generating semantic keywords.  

In particular, this search engine application is intended for Indonesian translations of Qur’anic verses because 

Indonesians have limitations in understanding Arabic documents which is an absolute requirement to obtain 

information from the Al-Qur’an. 

 

 

2. METHOD 

As stated in the introduction section, this study aims to facilitate the search for knowledge in the  

Al-Qur’an which contains a lot of implied information. However, this study discovered that there are three 

main challenges to achieve this goal (1) how to prepare the data, (2) how to represent data in semantic 

relationship, and (3) how to develop proposed semantic search engine for Al-Qur’an. Therefore, this study is 

divided into three stages to overcome these challenges i.e., data preparation, creating semantic relationships, 

and developing semantic search engine applications. The overall architecture of the research method to 

conduct this study is illustrated in Figure 2. 
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Figure 2. Research framework 

 

 

2.1.  Data preparation stage 

As in general research related to data processing and information retrieval, the first stage in this 

research is data collection and preparation. As mentioned previously, the first problem in this research is how 

to prepare quality data for the Indonesian translation of the Al-Qur’an. To answer this problem, this research 

uses a translation of the Al-Qur’an sourced from the Indonesian Ministry of Religion. This translation can be 

considered the official and most valid translation of the Indonesian Al-Qur’an. Once the process of collecting 

the Indonesian Al-Qur’an dataset is conducted completely, the next task in the data preparation stage is 

augmenting the dataset. Enriching this dataset is very crucial for the next stage due to creating semantic 

relationships between texts requires a very large number of datasets. 

 

2.2.  Semantic text representation stage 

The next stage of this research is the representation of Al-Qur’an verses based on their semantic 

relationship for the Al-Qur’an dataset that has been enriched in the first stage. Semantic relationships in a text 

refer to how words or phrases in a text interact meaningfully [15], [16]. Furthermore, these semantic 

relationships include the way words are related to each other and how the meaning of one part of the text can 

influence or be related to the meaning of other parts. In the field of natural language processing studies, 

especially in efforts to create a search engine for Al-Qur’an verses which contain many implied meanings, 

understanding semantic relationships is very important. Through this semantic relationship, a deeper 

understanding of the documents which are examined can be obtained [17]-[19], such as understanding 

implied meaning (contextual understanding), analogical reasoning, and increasing similarity calculations. 

One method that is widely recommended for finding semantic relationships between words is to 

apply a word embedding algorithm [20], [21]. Semantic relationships in word embeddings refer to the way 

words are related or connected in meaning in a given vector space. This embedding captures semantic 

relationships by placing words with similar meanings close to each other in this space. Many algorithm 

choices can be used to represent documents based on their semantic relationships, such as Word2Vec, GloVe, 

or FastText [22]-[25]. In this research, the Word2Vec algorithm was chosen because of its ability to carry out 

analogous operations and understand contextual meaning better [26]-[28]. Apart from that, Word2Vec has 

advantages in its data processing capabilities where this algorithm is very appropriate for handling large data. 

The Word2Vec algorithm generally consists of 7 main stages i.e., choose Word2Vec model, prepare text 

corpus, tokenization and vocabulary formation, initialize word vectors, train the Word2Vec model, iterate 

through corpus and, update word vectors. 

 

2.3.  Search engine application development stage 

The final stage of this research is the development of proposed search engine application for 

Indonesian translations of the Qur’an. Through this proposed application, it is hoped that users will be easier 

to find the information they need by simply entering the appropriate keywords. Furthermore, this proposed 

Qur’an search engine is a website-based application by employing the Django framework. Django is a 

Python-based web development framework designed to make it easy to create fast and efficient web 

applications [29]-[31]. Django is a popular choice for Python-based web development due to its ability to 

build small to large applications while maintaining good performance and high scalability [32]. The overall 

design for developing a search engine for the Al-Qur’an is shown in Figure 3. 
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Figure 3. Flowchart for application development of Al-Qur’an search engine  

 

 

Based on the design of Figure 3, it can be seen that this research uses the cosine similarity algorithm 

to measure the level of similarity between the semantic keyword and the Al-Qur’an word vector. Semantic 

keywords are obtained from expanding queries typed by users based on their semantic relationship with the 

enriched Qur’an dataset cosine similarity is a metric used to measure the extent to which two direction 

vectors are close or the extent to which two documents or data sets are similar in a high-dimensional vector 

space. Cosine similarity is measured as the cosine of the angle between two vectors [33]-[35]. For example, 

there are two vectors, namely vector X and vector Y, which are two vectors in n-dimensional vector space, 

hence the cosine similarity value (cos θ) can be calculated using in (1): 

 

Cosine Similarity (𝑋, 𝑌) =  
X.Y

|X| .|Y|
  (1) 

 

As for: 

- X.Y is the result of the dot product between vectors X and Y 

- |X| and |Y| is the Euclidean norm of each vector 

Once the results of the cosine similarity calculation have been successfully obtained, the search engine will 

rank it based on the level of similarity and then display it to the user through the search engine application 

interface. 

 

 

3. RESULTS AND DISCUSSION 

The performance of the proposed semantic Qur’an search engine application is determined based on 

precision and recall measurements. By using several keywords, experiments were carried out on the semantic 

Qur’an search engine application which implemented semantic word embedding and the search engine 

application without word embedding (ordinary search engine). After that, a performance comparison will be 

carried out to find out whether the proposed semantic Qur’an search engine application can exceed the 

performance of ordinary search engine applications. 

 

3.1.  Evaluation metrics 

As previously mentioned, the performance of the Al-Qur’an verse search engine is calculated in 

terms of precision and recall. It is hoped that the proposed search engine can get high precision and recall 

values because this means that the search engine has good information search coverage as a sign that the 

search engine has succeeded in its expected performance. The measure of precision, also known as 

specificity, represents the correctness of information search results based on the ratio of relevant verses found 

(retrieved) to the total number of relevant and irrelevant verses found as shown in (2). 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑣𝑒𝑟𝑠𝑒𝑠 ∩ 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑣𝑒𝑟𝑠𝑒𝑠 

𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑣𝑒𝑟𝑠𝑒𝑠
 (2) 

 

The recall measure, also known as sensitivity, shows performance based on the ratio of the number 

of relevant verses found to the number of all possible related verses as shown in (3). 

 

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 =
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑣𝑒𝑟𝑠𝑒𝑠 ∩ 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑣𝑒𝑟𝑠𝑒𝑠 

𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑣𝑒𝑟𝑠𝑒𝑠
 (3) 

 

3.2.  Discussion 

This research chose 7 topics i.e., prayer, zakat, fasting, pilgrimage, prophets, holy books, angels, 

apocalypse, trade, and clothing which are very important for Muslims as queries that will be tested. 

Augmented Al-Qur’an queries and datasets are converted into vectors based on semantic relationships using 

the word embedding Word2Vec algorithm. This semantic relationship-based vector conversion process will 

produce several keywords that will be used to search for information on Qur’anic verses according to 

relevant topics as described in Table 1 and Figure 4. 

 

 

Table 1. Generated semantic keywords for topic 
Query Top 7 generated semantic keywords 

prayer shalat/ 

0.915 

salat/ 

0.885 

berjamaah/ 

0.799 

solat/ 

0.77 

subuh/ 

0.769 

ashar/ 

0.763 

tarawih/ 

0.755 

zakat infaq/ 

0.768 

infak/ 

0.702 

wakaf/ 

0.692 

shadaqah/ 

0.669 

amil/ 

0.628 

fitrah/ 

0.603 

pembiayaan/ 

0.585 

fasting berpuasa/ 

0.794 

ramadan/ 

0.722 

berbuka/ 

0.717 

sholat/ 

0.686 

shalat/ 

0.683 

adha/ 

0.668 

maulud/ 

0.646 

pilgrimage umrah/ 

0.678 

khatib/ 

0.594 

syaikhon/ 

0.59 

manasik/ 

0.563 

syech/ 

0.552 

arsyad/ 

0.551 

husin/ 

0.549 

prophets nabi/ 

0.657 

injil/ 

0.631 

paulus/ 

0.63 

timotius/ 

0.627 

matius/ 

0.616 

yohanes/ 

0.615 

bapa/ 

0.592 

angels jibril/0.667 israfil/ 

0.617 

iblis/ 

0.598 

tuhan/ 

0.584 

rasul/ 

0.582 

mikail/ 

0.574 

roh/ 

0.572 

apocalypse berbangkit/ 

0.555 

penghakiman/ 

0.543 

qiyamat/ 

0.52 

petang/ 

0.517 

ajal/ 

0.51 

dajjal/ 

0.508 

harmagedon/ 

0.505 

 

 

 
 

Figure 4. Search engine interface for Zakat topics 
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As seen in Table 1, each topic has several keywords based on their semantic relationships. It can be 

concluded that broader information can be obtained due to the large number of keywords that are formed 

instead of just relying on limited keywords as is done by ordinary search engines. Once the vector conversion 

process and keyword evocation are complete, the similarity calculation between the topic and the verses of 

the Al-Qur’an is carried out using the cosine similarity algorithm. Furthermore, sorting is carried out based 

on the results of this calculation to obtain the most relevant verses (keywords) for each topic as shown in 

Table 2. 

 

 

Table 2. Comparison results for proposed semantic and ordinary search engine 

Topic 
Ordinary search engine Proposed semantic search engine 

Top 15 Qur’an verses Relevant Top 15 Qur’an verses Relevant 

Prayer 2/3; 2/43; 2/45; 2/83; 2/110; 2/125; 

2/153; 2/177; 2/238; 2/239; 2/277; 3/39; 

4/43; 4/102; 4/103;  

56 108/2; 107/4; 98/5; 96/10; 75/31; 74/43; 

70/22; 62/10; 62/9; 58/13; 42/38; 35/29; 

33/33; 31/17; 31/4;  

175 

Zakat 2/43; 2/83; 2/110; 2/177; 2/277; 4/77; 

4/162; 5/12; 5/55; 7/156; 9/5; 9/11; 

9/18; 9/58; 9/60;  

34 98/5; 73/20; 58/13; 41/7; 33/33; 31/4; 

30/39; 27/3; 24/56; 24/37; 23/4; 22/78; 

22/41; 21/73; 19/55;  

94 

Fasting 2/183; 2/184; 2/185; 2/187; 2/196; 4/92; 

5/89; 5/95; 19/26; 33/35; 58/4; 66/5; 

92/21 

13 5/89; 2/187; 66/5; 58/4; 33/35; 19/26; 5/95; 

4/92; 2/196; 2/185; 2/184; 2/183; 9/108; 

9/11; 9/5;  

56 

Pilgrimage 2/128; 2/158; 2/189; 2/196; 2/197; 

2/200; 3/97; 5/1; 5/2; 8/26; 8/72; 8/74; 

9/3; 9/19; 9/100; 9/117;  

21 22/27; 9/19; 9/3; 5/2; 5/1; 3/97; 2/197; 

2/196; 2/189; 2/158; 2/128; 95/3; 90/2; 

90/1; 73/15;  

78 

Prophets 2/87; 2/98; 2/101; 2/108; 2/129; 2/143; 

2/151; 2/214; 2/253; 2/279; 2/285; 3/32; 

3/49;  

339 98/2; 91/13; 75/32; 75/31; 73/16; 73/15; 

72/27; 69/40; 69/10; 65/11; 64/12; 63/1; 

62/2; 61/6; 60/1; 59/7;  

721 

Angels 2/30; 2/31; 2/34; 2/98; 2/102; 2/161; 

2/177; 2/210; 2/248; 2/285; 3/18; 3/39; 

3/42; 3/45; 3/80; 

142 97/4; 96/18; 89/22; 81/21; 80/15; 78/38; 

74/31; 74/30; 72/27; 69/17; 54/6; 53/27; 

53/26; 50/41; 50/21; 50/18;  

437 

Apocalypse 2/85; 2/113; 2/148; 2/165; 2/174; 2/210; 

2/212; 3/55; 3/77; 3/161; 3/180; 3/185; 

3/194; 4/87;  

131 101/3; 101/2; 101/1; 79/34; 77/29; 75/6; 

75/1; 71/18; 69/15; 69/4; 69/3; 69/2; 69/1; 

68/39; 67/27;  

395 

 Precision = 97.9%; Recall = 96.5% Precision = 98.7%; Recall = 97.3% 

 

 

Based on the results displayed in Table 2, it can be concluded that the proposed semantic search 

engine has many advantages over ordinary search engines in terms of its ability to search for broader 

information and the relevance of search results. It can be seen that the proposed search engine can search for 

more information due to the expansion of queries based on semantic keywords obtained from the word 

embedding representation. By utilizing generated semantic keywords, this proposed search engine can obtain 

additional information such as adding synonyms of words and other implied meanings. Furthermore,  

even though the proposed search engine retrieves more information, it also manages to maintain the 

relevance of search results in terms of precision and recall levels. The proposed search engine succeeded in 

getting very good performance with precision and recall values of 98.7% and 97.3% respectively. Therefore, 

this proposed search engine is very reliable in helping search for information from Indonesian translations of 

the Al-Qur’an. 

Even though it has been proven to be successful in exceeding the performance of ordinary search 

engines, the proposed search engine still has several weaknesses in terms of the keywords it produces. 

Sometimes the resulting semantic keywords are not related to the topic the user wants to search for, such as 

the topic of prophets. Several keywords from this topic are more suitable for Christian religious documents, 

such as the keywords Paul, and Timothy. This is due to the use of a wiki corpus which contains general 

words and is not specific to Islamic religious documents only. One solution that can be applied to overcome 

this problem is to add the concept of ontology to the semantic representation. Ontologies are expected to play 

a key role in searching for more specific information for certain domains. This is because ontology-based 

representation can enable users to search, organize, and present information in a more contextual and 

meaningful way. 

 

 

4. CONCLUSION 

The research proposes a semantic representation-based search tool for Indonesian translations of the 

Al-Qur’an. This Al-Qur’an verse is then augmented with the Wiki corpus to get a richer dataset to produce 

better semantic relationships. Then by using the word embedding concept based on the Word2Vec algorithm, 
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this augmented dataset will be converted into a vector based on semantic relationships. Finally using the 

cosine similarity algorithm, the cosine similarity is calculated between the augmented dataset and the 

selected topic. The performance of the proposed search engine is measured by comparing its ability to a 

regular search engine (without word embedding and augmented dataset) in finding relevant verses based on 

precision and recall metrics. In addition, the relevance of the search results for Al-Qur’an verses was 

evaluated by Al-Qur’an experts as additional validation. The performance obtained was 98.7% and 97.3% for 

precision and recall. The next research that is worth doing is the application of ontology so that users can 

search, organize, and present information in a more contextual and meaningful way. Apart from that, 

implementing other words embedding algorithms such as GloVe and FastText is also interesting to work on. 
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