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 Recognizing the sex of an individual is a difficult task due to pose variation, 

occlusion, illumination effect, facial expression, plastic surgery, and 

makeup. In this manuscript, a novel approach for gender recognition with 

facial makeup is proposed. A novel Log-Gabor COSFIRE (LG-COSFIRE) 

filter is a shape-selective filter that is trained with prototype patterns of 

interest. The geometrical structure of the faces is acquired using the dual-tree 

complex wavelet transform (DT-CWT). Dense SIFT descriptor extracts the 

shape attributes of an image by building local histograms of gradient 

orientation. Finally, least square support vector machine (LS-SVM) is 

utilized to recognize the gender of an individual. The experiment was 

performed on self-built facial makeup for male and female (FMMF) 

database and achieves 89.7% accuracy. 
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1. INTRODUCTION 

Gender recognition is getting expanding consideration since gender conveys rich and distinguished 

information concerning female and male. Recognizing the gender of a person without facial makeup is a 

challenging task. It has a few modern applications, for instance, human-computer interaction, control in smart 

buildings, biometrics, gender advertising, criminology, security investigation, content-based indexing, and 

searching. The appearance of the face can change due to the application of makeup and such a change makes 

gender identification a difficult task. The shape of the face is not changed much by the application of facial 

makeup. COSFIRE filter is a trainable shape detector. In the traditional COSFIRE filter [1], the prototype 

image is convolved with a bank of Gabor filters of different scales and orientations during the automatic 

configuration process. Nevertheless, there are two disadvantages in Gabor filter. The bandwidth cannot 

exceed typically one octave and Gabor filter are not optimal for covering broad spectral information with 

maximal spatial localization. Log-Gabor filter [2] overcomes the downsides of Gabor filter which improves 

the performance with its wider spectrum information and maximum spatial localization. The over-

representation of low frequencies is also reduced by Log-Gabor filter. Log-Gabor filter acts as an impressive 

tool to extract edge information available in the high-frequency sub-components. hence Log-Gabor 

COSFIRE (LG-COSFIRE) filter is proposed to overcome the drawback of COSFIRE filter. A face descriptor 

is formed using a LG-COSFIRE filter and the differences in the shape of the female and male are captured by 

automatically configuring numerous LG-COSFIRE filters that are selective for different parts of the faces. 

Then, dual-tree complex wavelet transforms (DT-CWT) [3] is utilized to extract the geometrical structure of 

a face. The dense SIFT descriptor [4] extracts the local details at every pixel of an image by creating a 

histogram of gradient orientations and magnitudes. Finally, all three features are fused and given as input to 

https://creativecommons.org/licenses/by-sa/4.0/
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the least square support vector machine (LS-SVM) to recognize the gender of the person. The major 

contributions of our work are the following 

− To the best of our knowledge, this is the first work to recognize the gender of a person with facial 

makeup. 

− A novel approach called Log-Gabor COSFIRE is proposed in our work. 

− DT-CWT is chosen as a feature extraction technique for recognizing gender. 

− We also contribute a new dataset of makeup faces for gender recognition. 

− The performance of the system was assessed utilizing two classifiers, specifically, SVM, and LS-SVM. 

We observed that LS-SVM accomplishes a better accuracy rate than SVM. 

 

 

2. RELATED WORK 

Rai and Khanna [5] classified gender by extracting the key features from the face using wavelet and 

random transform. K-nearest neighbor (KKN) [6] classifier was utilized to classify the gender into male and 

female. The obtained results were compared with the discrete cosine transform (DCT) [7]. The accuracy 

achieved for DCT was 77 % and 90 % for wavelet and random transform. Lian and Lu [8] recognized the 

gender under various pose by representing the facial pictures using both texture and shape information.  

The local binary pattern (LBP) [9] is extracted from the partitioned facial image and is given as an input to 

the SVM to classify the gender. Moghaddam and Yang [10] built up an appearance-based approach and 

nonlinear SVMs to recognize the gender. Scalzo et al. [11] proposed feature fusion hierarchical (FFH) with 

two levels. In the first level, Laplace and Gabor features are extracted from the facial image, and the 

extracted features are fed to feature fusion level. The fused feature is given as an input to the classifier in the 

second level. Genetic algorithm was used to recognize gender. Linear discriminant analysis (LDA) [12] and 

independent component analysis (ICA) [13] was used to identify an individual’s gender [14]. A method for 

gender recognition from unconstrained face images was presented by Annie and Geetha [15] using kernel-

based SVM and descriptions of the form and texture of the face. For classification, the method uses a SVM in 

conjunction with the dominant rotated LBP (DRLBP) [16], rotation invariant local phase quantization 

(RILPQ) [17] texture descriptor, and pyramid histogram of oriented gradient (PHOG) [18] shape descriptor. 

Radial basis function (RBF) kernel SVM had achieved an optimal performance of 98.7, 95.3, and 96%.  

Our research is the first attempt to develop a system or methodology specifically designed to recognize the 

gender of individuals without makeup. There hasn’t been any published research or study addressing this 

specific problem domain. This highlights the novelty of our research in the field of gender recognition 

without makeup. 

 

 

3. THE PROPOSED FRAMEWORK 

The architecture of the proposed gender classification with facial makeup is shown in Figure 1.  

The proposed gender classification framework involves four steps, specifically, image acquisition, 

preprocessing, feature extraction and gender classification. A self-built facial makeup for male and female 

(FMMF) database which consist of actress and actor images is used to recognize the gender. 

 

3.1.  Preprocessing 

The face is detected using a mixture of trees [19] with which, the individual look of the features, 

relationships among the features, and the aspect (which features are present and which features are not 

present) can be modeled. Modified k-means algorithm is utilized to cluster the image patches in the training 

images and it learns the appearances and the warped positions of the cluster centers. The similarity between 

the cluster center and a patch is computed based on the distance between the pixel representations with 

Euclidean distance. Clustering the image patches convert it to assembly, which is further used to learn the 

face model. After detecting the face, the image is cropped into 128×128 size. Next, we convert the RGB 

image into the grayscale image and apply histogram equalization technique to enhance the contrast of the 

image. The illumination effect is normalized by histogram equalization. Figure 2 shows the preprocessing of 

a sample image from the database. Figures 2(a) sample image, 2(b) the output of the face detection process,  

2(c) resized image, 2(d) conversion to grayscale image, and 2(e) histogram equalization. 

 

3.2.  Feature extraction 

3.2.1. LG-COSFIRE 

LG-COSFIRE is a trainable shape-selective filter. We briefly explain the process to configure and 

apply LG-COSFIRE filter. Consequently, use their responses to form a face descriptor. 
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Figure 1. The proposed architecture diagram for gender classification with facial makeup 

 

 

     
(a) (b) (c) (d) (e) 

 

Figure 2. Preprocessing of a sample image; (a) sample image, (b) face detection, (c) image resizing,  

(d) grayscale conversion, and (e) histogram equalization 

 

 

The LG-COSFIRE filter is configured automatically to determine the shape selectivity of a 

prototype pattern of interest. The prototype image is convolved with a bank of Log-Gabor filters of different 

scales and orientations and superimposes the resulting feature maps. Then, around the point of interest, a 

number of concentric circles with radii p are considered and the positions along these circles which attain the 

local maxima Log-Gabor responses are chosen. Each point i is expressed with four parameters (𝜆, 𝜃, 𝜌, 𝜑); 

where 𝜆 and 𝜃 represent the scale and orientation of the Log-Gabor filter that attains the maximum response 

at that position with distance 𝜌 and polar angle 𝜑 with regards to the prototype center. Hence, a LG-

COSFIRE filter is denoted as a set 4-tuples 

 

𝑆𝑓 = {(𝜆𝑖 , 𝜃𝑖 , 𝜌𝑖 , 𝜑𝑖)|𝑖 ∈ 1, . . . , 𝑛} (1) 

 

where f represents the given prototype pattern and n denotes the no of points that attain the local maximum 

Log-Gabor response. Figure 3 shows the configuration of LG-COSFIRE filter with the prototype pattern of 

interest selected from the training images (Figure 3(a)-3(d)). For each tuple, a pipeline of four operations is 

applied to compute the LG-COSFIRE filter response. First, Log-Gabor filter with scale 𝜆𝑖 and orientation 

𝜃𝑖is applied for each tuple i in Sf. Secondly, for the ith tuple, max blurring function is applied to the 

corresponding Log-Gabor response map to permit tolerance in the respective position. In the blurring 

operation, a sliding window approach is used on the Log-Gabor response maps. In every window, the Log-

Gabor responses are weighted with a Gaussian function. The standard deviation σi of the Gaussian function 

grows linearly with the distance 𝜌𝑖: 𝜎𝑖 = 𝜎𝑜 + 𝛼𝜌𝑖 where σ0 and α are constant determined empirically. The 

weighted maximum has resulted as the output of the blurring operation. Thirdly, every blurred Log-Gabor 

response is moved by the polar vector (𝜌𝑖 , −𝜑𝑖), with the goal that all the concerned Log-Gabor responses 

meet at the support center of the concerned LG-COSFIRE filter. Lastly, all the blurred and shifted Log-Gabor 

filter responses are combined by geometric mean. Therefore, LG-COSFIRE filter response 𝑟𝑆𝑓
is denoted as: 

 

𝑟𝑆𝑓
(𝑥, 𝑦) = ( ∏

𝑖=1
𝑛

𝑆𝜆𝑖,𝜎𝑖,𝜌𝑖,𝜑𝑖
(𝑥, 𝑦))

1

𝑛 (2) 

 

A descriptor for face images is formed by utilizing the maximum responses of all LG-COSFIRE filters that 

are selective for different parts of female and male faces. 

 

3.2.2. The DT-CWT 

DT-CWT encompasses two trees of real filter in parallel (i.e.) Tree a and Tree b. Each of the trees 

comprises of a set of filters: low-pass filter (h0&g0) and high-pass filter (h1&g1). Tree a yield the real part and 
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Tree b yield the imaginary part of the complex coefficients. The DT-CWT of an input image𝑓(�⃗�) is defined 

by: 

 

𝑓(�⃗�) = ∑ 𝑊𝜑(𝑗𝑜, 𝑘)𝜑𝑗𝑜,𝑘(�⃗�) +𝑘 ∑ ∑ ∑ 𝑊𝛹(𝑗, 𝑘)𝛹𝑗,𝑘
𝑖 (�⃗�)𝑘𝑗>𝑗𝑜𝑖  (3) 

 

where 𝑖 = ±15𝑜, ±45𝑜, ±75𝑜, 𝜑𝑗𝑜,𝑘 is the scaling function and 𝛹𝑗,𝑘
𝑖  is the wavelet function (scaling function 

and wavelet function are complex). 𝑊𝜑(𝑗𝑜, 𝑘) denotes the scaling coefficients and 𝑊𝛹 (𝑗, 𝑘) represents the 

wavelets coefficient of the transform. The transform can differentiate positive and negative frequencies and 

produce six sub-bands oriented in ±15, ±45, ±75. The real, imaginary, and magnitude part of DT-CWT are 

shown in Figure 4. The DT-CWT output as show in Figure 4(a)-4(c). 

 

 

    
(a) (b) (c) (d) 

 

Figure 3. Configuration of LG-COSFIRE filter; (a) training face image and the randomly selected pattern of 

interest, (b) the superposition (inverted) response maps of a bank of Log-Gabor filters, (c) the structure of the 

LG-COSFIRE filter that is selective for the encircled pattern shown in (a), and (d) the (inverted) response 

map of the concerned LG-COSFIRE filter to the input image in (a) 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 4. DT-CWT output; (a) the real part of DT-CWT for the sample image, (b) the imaginary part of  

DT-CWT for the sample image, and (c) the magnitude part of DT-CWT for the sample image 
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3.2.3. Dense SIFT 

In dense SIFT descriptor, a local feature descriptor can be extracted for every pixel in an image. 

First, the local region around the pixel is divided into number of cells. Then, the gradient information in 

every cell is characterized by employing an orientation histogram with numerous bins. For every cell,  

its histogram is built by gathering the gradient magnitude of all the pixels in a cell into a corresponding bin 

that is selected according to the gradient orientation of the pixel. Thus, a feature descriptor is created for 

every pixel. Figure 5 shows the visualization of the dense SIFT feature. SIFT output as show in  

Figure 5(a)-5(b). 

 

 

  
(a) (b) 

 

Figure 5. Dense SIFT output (a) sample image and (b) dense SIFT feature visualization for the sample image 

 

 

3.3.  LS-SVM 

LS-SVM was proposed by Suykens and Vandewalle [20]. The difference between SVM and  

LS-SVM is that LS-SVM uses a set of linear equations instead of a quadratic equation as in classical SVM. 

The formulation of LS-SVM includes equality type constraints. 

 

𝑚𝑖𝑛
𝜔,𝑏,𝑙

𝐽(𝜔, 𝑏, 𝑙) =
1

2
𝜔𝑇𝜔 + 𝛾

1

2
∑ 𝑙𝑖

2𝑛
𝑖=1  (4) 

 

Subject to equality constraint: 

 

𝑦𝑖[𝜔𝑇𝜙(𝑥𝑖) + 𝑏] − 1 + 𝑙𝑖 , 𝑖 = 1,2, . . . , 𝑁 (5) 

 

where ϕ(.) is the mapping function which maps input space into higher dimensional space, ω is the weight 

vector, l is the error, and γ is the regularization factor. The Lagrangian is written as: 

 

 

𝐿(𝜔, 𝑏, 𝑙; 𝛼) = 𝐽(𝜔, 𝑏, 𝑙) − ∑ 𝛼𝑖𝑦𝑖[𝜔𝑇𝜙(𝑥𝑖) + 𝑏] − 1 + 𝑙𝑖
𝑁
𝑖=1  (6) 

 

the LS-SVM classifier function is defined as, 

 

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛[∑ 𝛼𝑖𝑦𝑖𝑘(𝑥, 𝑥𝑖) + 𝑏𝑁
𝑖=1 ] (7) 

 

where, 𝑘(𝑥, 𝑥𝑖) = 𝑒𝑥𝑝( − 𝛾‖𝑥 − 𝑥𝑖‖
2) is the RBF kernel. 

 

 

4. EXPERIMENTAL DETAILS AND RESULT ANALYSIS 

4.1.  Dataset description 

FMMF database has been generated which consists of actress and actor images since existing 

makeup datasets like facial cosmetic database (FCD) [21], YouTube makeup database (YMU) [22], makeup 

in the wild (MIW) [23], virtual makeup dataset (VMU), and makeup induced face spoofing (MIFS) [24] 

contains only female images. The generated database consists of 3,840 images (2,106 female and 1,734 male) 

with 640 subjects. The proposed methodology is implemented in MATLAB 2015b version. Sample images 

from the database are shown in Figure 6. 6 images for each individual where 3 images are without facial 

makeup in Figure 6(a) and 3 images with facial makeup in Figure 6(b). 
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(a) (b) 

 

Figure 6. Images from the FMMD database (a) images without makeup and (b) images with makeup 
 

 

4.2.  Preprocessing 

The face is detected from the sample images. The facial region is resized to 128*128 pixels and 

converted to a grayscale image. After that, histogram equalization technique is performed to assign an equal 

number of pixels to all gray levels. 

 

4.3.  LG-COSFIRE filter 

We configured 180 LG-COSFIRE filters for the FMMF datasets. For each randomly chosen image, 

a region of 19*19 pixel is chosen and used it as a prototype pattern to configure a LG-COSFIRE filter.  

The selected prototype is considered as a valid prototype if its corresponding LG-COSFIRE is with at least 

five tuples. Otherwise, we reject the prototype and chose another prototype. We performed different k-fold 

cross validation such as 3-fold, 5-fold, and 10-fold cross-validation using SVM and LS-SVM to compute the 

accuracy of the proposed system. Table 1 shows the results of LG-COSFIRE filter compared with the 

traditional COSFIRE for different k-fold cross-validation using SVM and LS-SVM classifiers with RBF 

kernel. Accuracy (ACC) is defined as the percentage of images classified correctly to the total no of images. 

Male classification (MC) and female classification (FC) is the percentage of male and female images 

classified correctly to the total no of male and female images. The best outcome is marked in bold. 

 

4.4.  DT-CWT 

The DT-CWT descriptor is extracted at different levels (L=1,2,3,4). Tables 2 show the accuracy rate 

for 3-fold, 5-fold, and 10-fold cross-validation at different levels using SVM and LS-SVM. Male 

classification rate and female classification rate are also calculated for DT-CWT at different levels using 

SVM and LS-SVM. 83.1% and 64.2% is the highest male and female classification rate obtained for  

LS-SVM with 10-fold cross-validation at level 4. From the experimental results, it was observed that the 

accuracy rate is higher at level 4 for LS-SVM with 3-fold, 5-fold, and 10-fold cross-validation. 
 

 

Table 1. Results for LG-COSFIRE filter using SVM and LS-SVM for different k-fold cross-validation 

Method K-fold CV 
SVM LS-SVM 

FC (%) MC (%) ACC (%) FC (%) MC (%) ACC (%) 

COSFIRE 3-fold 50.1 65.1 59.3 52.1 66.3 61.9 

 5-fold 51.7 65.8 59.8 53.8 67.8 62.5 
 10-fold 52.2 66.3 60.4 54.6 68.9 62.8 

LG-COSFIRE 3-fold 65.9 84.9 76.8 68.2 87.2 79.1 

 5-fold 66.4 85.4 77.1 68.7 88.3 79.8 

 10-fold 67.2 86.1 77.9 69.3 88.9 80.3 

 

 

Table 2. Result for DT-CWT at different level using SVM and LS-SVM  

with different k-fold cross-validation 

Method K-fold CV 
Parameter SVM LS-SVM 

Level FC (%) MC (%) ACC (%) FC (%) MC (%) ACC (%) 

  1 52.5 69.7 63.2 58.9 78.8 73.6 
 

3-fold 

2 53.1 69.1 63.5 58.5 78.6 73.1 

 3 52.8 69.6 63.1 59.2 78.3 73.8 

 4 52.6 69.9 63.5 59.6 79.1 74.2 
  1 55.0 71.6 64.8 61.8 80.2 75.2 

DTCWT 

5-fold 

2 55.6 71.2 65.1 61.2 81.0 75.6 

 3 55.2 72.2 65.2 61.7 80.6 75.1 
 4 56.5 72.5 65.9 62.2 81.7 75.8 

  1 57.3 73.5 66.2 63.2 82.8 78.2 

 10-fold 2 56.1 73.2 67.7 63.9 82.4 77.5 
  3 57.5 74.6 67.5 63.3 82.7 77.9 

  4 57.8 74.8 67.9 64.2 83.1 78.7 
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4.5.  Dense SIFT 

For extracting dense SIFT feature, a publicly available toolbox [25] was utilized. A descriptor is 

created by applying a 4×4 cell array and an 8-bin orientation histogram in every cell. The size of the 

neighborhood (i.e., scale factor) is important for extracting the D-SIFT descriptor. Therefore, the 

performance of the system was analyzed for different scale factors such as 8×8, 16×16, 24×24, 32×32, 

40×40, and 48×48. Table 3 show the classification results for 3-fold, 5-fold, and 10-fold cross-validation with 

different scale factors using SVM and LS-SVM classifier. The accuracy classification is better for scale 

factor 24×24 using LS-SVM with 3-fold, 5-fold, and 10-fold cross-validation. It is proven from the 

experimental outcomes that 10-fold cross-validation provides better accuracy than 3-fold and 5-fold cross-

validation. Hence, further analysis was conducted using 10-fold cross-validation only. The best attribute of 

every approach, which provides the best accuracy is fixed. Table 4 shows the results of two feature 

combinations. The proposed LG-COSFIRE is combined with D-SIFT, and DTCWT which yields a higher 

classification rate of 89.7% for images without makeup see in Table 5. 

 

 

Table 3. Result for D-SIFT for different scale factor using SVM and LS-SVM with 

different k-fold cross-validation 

Method K-fold CV 
Parameter SVM LS-SVM 

Scale factor (SF) FC (%) MC (%) ACC (%) FC (%) MC (%) ACC (%) 

D-SIFT  8×8 40.6 53.3 49.5 42.6 56.7 51.4 

 3-fold 16×16 46.3 61.1 55.6 48.7 63.4 58.6 

  24×24 48.7 63.2 56.4 51.8 65.8 61.9 
  32×32 45.4 58.2 54.3 47.2 59.4 56.3 

  40×40 43.5 56.1 53.6 46.3 58.8 55.7 

  48×48 42.2 55.7 51.9 44.7 57.3 52.6 
  8×8 42.1 54.7 51.5 44.8 59.3 52.3 

  16×16 47.5 61.5 57.0 50.2 64.0 59.2 

 5-fold 24×24 49.6 64.3 59.9 52.1 66.3 62.5 
  32×32 46.1 62.6 55.2 48.4 63.2 57.6 

  40×40 44.7 58.7 54.5 47.2 62.1 56.3 

  48×48 42.9 56.5 52.4 45.8 61.8 53.5 
  8×8 42.5 56.6 53.8 45.3 61.9 54.7 

  16×16 49.1 62.7 59.4 52.9 66.4 61.5 

  24×24 50.8 65.4 61.5 55.6 67.9 63.8 
 10-fold 32×32 47.4 63.2 58.6 50.7 64.5 59.6 

  40×40 45.8 61.3 56.2 48.9 63.7 57.4 

  48×48 43.6 59.5 54.8 46.2 62.2 55.9 

 

 

Table 4. Result for two feature analysis using SVM and LS-SVM with 10-fold cross-validation 

Method Parameter 
SVM LS-SVM 

FC (%) MC (%) ACC (%) FC (%) MC (%) ACC (%) 

LG-COSFIRE+D-SIFT SF=24×24 68.9 84.8 79.5 73.9 88.7 83.8 
DT-CWT+DSFIT L=4, SF=24×24 66.8 81.5 75.6 71.7 86.3 80.5 

LG-COSFIRE+DT-CWT L=4 70.1 85.7 82.1 75.2 90.9 85.8 

 

 

Table 5. Result for three feature analysis using SVM and LS-SVM with 10-fold cross-validation 

Method Parameter 
SVM LS-SVM 

FC (%) MC (%) ACC (%) FC (%) MC (%) ACC (%) 

LG-COSFIRE+D-SIFT+DT-CWT SF=24×24, L=4 78.3 90.5 85.3 81.4 94.3 89.7 

 

 

5. CONCLUSION 

This study investigated the effects of recognizing the gender of an individual with facial makeup. 

This is the first work to recognize the gender of a person with facial makeup. The research proposes a novel 

approach called Log-Gabor COSFIRE. The differences in the shape of the female and male are captured by 

automatically configuring numerous LG-COSFIRE filters that are selective for different parts of the face. 

The geometrical structure of an image is estimated using DT-CWT. The shape attributes of an image were 

extracted utilizing dense SIFT descriptor by building local histograms of gradient orientation. SVM and  

LS-SVM classifiers are trained using k-fold cross-validation. The performance of the proposed approach was 

evaluated using a self-built FMMD database. When LG-COSFIRE is combined with DT-CWT and D-SIFT, 

89.7% classification accuracy is obtained using LS-SVM with 10-fold cross-validation. Hence the proposed 

LG-COSFIRE feature contributes a high accuracy rate for gender recognition with facial makeup.  
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There hasn’t been any known research or study that specifically focused on recognizing gender from 

facial images where the individuals are wearing makeup. This highlights the novelty and uniqueness of our 

research. The research also contributes a new dataset consisting of images of faces with makeup. 

Recognizing the gender of a person with makeup is important in applications such as human computer 

interaction, biometrics, content-based indexing and searching. Gender recognition with facial makeup can 

prevent men to defraud women. In the future, the gender of a person can be recognized with facial images 

with heavy makeup. 
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