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 New approaches and methods based on machine learning technologies make 

it possible to identify not only the spread of earthquakes, but also to establish 

hidden patterns that allow further assessment of any risks associated with 

their occurrence. In this article, the clustering algorithms of K-means and  

K-medoids are applied for the analysis of seismic data recorded on the 

territory of the Republic of Kazakhstan. Using the Elbow and Silhouette 

methods, the optimal value of K clusters was determined, which was later 

used in classifying a data set using cluster analysis methods. The results of 

seismic data classification by clustering algorithms are in line with 

expectations. However, when measuring the quality of clustering, the 

accuracy of the model by the K-means method exceeded the accuracy of the 

K-medoids model, and the scoring value by the K-means method is ahead of 

the value by the K-medoids method. In addition, the presented results of 

descriptive statistics allowed to carry out a more in-depth analysis of the 

characteristics of each cluster. 
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1. INTRODUCTION 

In history and in the memory of all mankind, many cases have been remembered, generated by 

various types of disasters, including natural ones, which also entail man-made disasters. Earthquakes are one 

of the most unpredictable and dangerous natural disasters. As you know, earthquakes bring total losses, in the 

first place–this is the loss of human lives. In order to ensure the safety of life and health of people, as well as 

to eliminate technical, economic and any other significant damage from the consequences of earthquakes, 

active scientific research is being carried out in this direction [1]. A recent example of such a catastrophic 

earthquake is the earthquake that struck southern Turkey on the border with Syria on February 6, 2023. 

According to scientists [2], one third of the territory of the Republic of Kazakhstan is seismically hazardous. 

It is where about half of the country’s population lives, over 400 cities and towns are located, and 40% of the 

industrial potential is concentrated. Therefore, tracking and in-depth study of ongoing seismic events is very 

important for their further analysis and minimization of possible consequences. 

https://creativecommons.org/licenses/by-sa/4.0/
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In recent years, there has been a sharp increase in the number of scientific publications covering the 

main issues and problems of using machine learning methods and data mining technologies to solve 

problems in the field of seismology [3]. Most of these works are devoted to the development of approaches to 

predicting seismic events, namely, solving the problems of warning about long-term, medium-term, and 

short-term seismic hazards [4]-[7]. Another equally important category of tasks is related to the processing of 

seismic historical data for their in-depth study and identification of hidden patterns [8], [9]. For example, 

based on seismic data, a spatial-statistical study was carried out, which revealed clusters of earthquakes and 

their spatial relationship between tectonic and other geological processes [9]. To solve the problems of 

classifying seismic signals, various approaches are proposed. One of which is based on supervised machine 

learning methods and deep learning methods. 

Seismic signals recorded in the local seismic network of Agadir (Morocco) [10] were classified 

using a multilayer perceptron neural network. The work was carried out in two stages: feature extraction and 

classification. The accuracy of the classifier proposed by the authors has reached more than 94%. Random 

forest classifier allows detection of mass movements, including seismic signals of earthquakes [11].  

The classifier was tested on the basis of two data sets. Ways to improve the performance of the classifier are 

proposed, and the problem of lack of training data is solved. The developed model differs from other models 

in its simplicity in terms of setting parameters, and also does not require significant computational costs. 

Effective earthquake detection is implemented based on several machine learning methods with further 

comparative analysis: support vector machine, decision trees, random forest and linear regression [12].  

As for deep learning methods [13], the developed module includes a transfer learning method, where the 

trained network uses a Bayesian approach, which results in a reduction in data labeling time and a quick 

generalization of the model for new data even with intense seismic activity. A new structure for automatic 

classification of earthquake magnitudes is described in [14]. This structure is based on a convolutional 

recurrent neural network, which uses a new approach to feature extraction. The peculiarity of the proposed 

structure is that it is able to classify both minor and strong earthquakes by magnitude. 

Thus, we observe that a significant number of studies on this problem are based on supervised 

machine learning methods. It is known that supervised machine learning methods are aimed at classifying a 

predefined class of known signals, i.e., it assumes the presence of a complete set of labeled data for training 

the model at all stages of its construction. It is also worth noting that obtaining a high-quality labeled dataset, 

especially large-volume datasets, is a complex and routine task, although today there are different markup 

methodologies [15]. In this regard, in seismology, where most of the recorded data are unmarked, the 

relevance of using unsupervised learning algorithms to identify and study new classes of seismic events is 

growing and developing [16]. 

For a comprehensive understanding of global seismic activity in [17], a methodology for analyzing 

seismic data is presented. The authors’ methodology uses exploratory data analysis (EDA), time dynamics 

research, spatial patterns analysis and cluster analysis. The result of the study demonstrated the global 

distribution of earthquakes, where cluster analysis showed certain hot spots susceptible to seismic activity.  

Iaccarino and Picozzi [18], the cluster analysis method is used. As a result of this analysis, the presence of 

two clearly distinguishable cluster groups of seismicity was found. These cluster groups belong to the 

preparatory stage, which has a higher percentage of events within it during the day before the main tremors 

compared to a random sample. Zaccagnino et al. [19], a cluster analysis of the seismicity of Turkey is also 

carried out, where an updated version of the Turkish Homogenized Earthquake Catalog (TURHEC) is used. 

The authors found that globally clustered and locally Poisson seismic activity has been observed in areas 

exposed to major seismic events over the past century. 

In previous studies, seismic events have been studied by various approaches and machine learning 

methods, focusing on seismic signal processing and prediction methods, seismic hazard classification, and 

cluster group detection. However, these early works clearly lack in-depth studies on the structure of the 

detected cluster groups and their changes during the clustering process. The research issue of this article is to 

study and identify characteristic changes in the cluster ability process based on the intelligent analysis of 

seismic events recorded on the territory of the Republic of Kazakhstan for a deeper understanding of the 

nature of seismicity of this territory. The article presents a methodology for analyzing the seismic data set 

recorded by seismic stations on the territory of the Republic of Kazakhstan. The research methodology uses 

exploratory data analysis (EDA), cluster analysis and clustering assessment methods. The K-means method is 

used as a cluster analysis method, as well as the K-medoids method to compare the performance of clustering 

methods and verify the accuracy of the results. The analysis of statistical conclusions and a comprehensive 

assessment of the results obtained were carried out using descriptive statistics. The assessment of the quality 

of the constructed models was carried out by applying the “Silhouette” method, one of the indicative 

measures for validating the obtained clusters. Finally, the results of the evaluation of the quality of the 

constructed models were confirmed using external clustering quality assessment measures. In section 2 

presents a methodology with a description of the data, with a description of the proposed approach and 
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research methods. In section 3 contains the results of the study with the justification of the proposed concept. 

The conclusions and future directions of the study are summarized in section 3. 
 

 

2. METHOD 

2.1.  Data description 

Kazakhstan is located at the junction of two continents-Europe and Asia, bordering China, 

Kyrgyzstan, Turkmenistan, Uzbekistan and Russia. As it was noted earlier, one third of the territory of the 

Republic of Kazakhstan is earthquake-prone. According to the map of the general seismic zoning of 

Kazakhstan, as well as the presented spatial and temporal distribution of seismic events of recent years,  

it is shown that the most earthquake-prone regions are the borders with China and Kyrgyzstan. The work uses 

data on recorded seismic events on the territory of the Republic of Kazakhstan and its adjacent areas over the 

past 11 years, which are shown in Figure 1. 

The data are taken from an open source of the LLP “seismological experimental and methodological 

expedition (SEME)” the purpose of which is to organize and conduct comprehensive studies in earthquake-

prone areas of the Republic of Kazakhstan in order to predict earthquakes. Observations carried out in a wide 

frequency and dynamic ranges in real time are provided by a set of instruments including digital seismic 

stations (DM24, Q730, DAS6102; with seismometers with different registration periods from 360 seconds. 

up to 0.02 sec.) the Volcano seismotelemetric system and digital installations of strong ETNA movements. 

Strong earthquakes at a distance of several thousand kilometers are recorded using long-period instruments 

(periods from 360 to 10 seconds), and earthquakes in the near zone are recorded with highly sensitive  

short-period equipment (periods from 10 to 0.02 seconds). 

The structure of the dataset includes attributes such as date, time, latitude, longitude, depth, 

magnitude and energy class, where date is the date of registration of seismic events, time is the time of 

registration of seismic events in GMT, latitude is latitude (north latitude), longitude is longitude  

(east longitude), depth is depth (km), energy_cl-energy class (Kr), magnitude-magnitude (MPVA).  

A fragment of the data set is presented in Table 1. The values of recorded seismic events vary in magnitude 

from 3.1 to 6.9, in depth from 0 to 220, in energy class from 7.1 to 14.9. 
 

 

 
 

Figure 1. Earthquakes distribution during 2012-2023 in the study area 
 

 

2.2.  Approach 

The general structure of the proposed approach is shown in Figure 2. The approach includes such 

main components as: 

− preparation of data for further processing and analysis; 

− conducting a comparative analysis of K-means and K-medoids clustering algorithms; 
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− conducting internal and external validation of clusters with the best quality indicators. 

At the stage of data preparation for further processing and analysis, work has been carried out to 

transform data types and, depending on them, sets of procedures have been prepared for processing missing 

values by replacing them with an average value or modes. The clustering algorithms are implemented in the 

Python programming environment. 
 

 

Table 1. Earthquake data in Kazakhstan 
Date Time Latitude Longitude Depth Energy_cl Magnitude 

02.04.2020 9:10:59 44.75 80.73 30 9.8 4.1 

29.03.2020 14:28:27 39.97 77.42 10 9.3 4.1 
29.03.2020 14:22:22 42.93 84.82 15 9.8 4.3 

29.03.2020 4:51:41 41.36 72.9 10 9.8 4.3 

29.03.2020 4:41:09 41.31 72.9 10 11.5 4.9 
26.03.2020 4:48:45 40.87 70.66 5 11.5 4.8 

22.03.2020 19:21:31 41.74 81.2 10 12.5 5 

21.03.2020 13:08:15 42.67 84.87 5 9.7 4.3 
20.03.2020 16:18:42 42.04 81.5 15 9.9 4.2 

 

 

 
 

Figure 2. Block diagram of the developed method 

 

 

2.3.  Survey unsupervised clustering algorithms 

Clustering is a data mining technology that can group data into different clusters. This technology is 

currently the most suitable for studying seismic data, in addition, it is becoming increasingly popular due to 

their convincing ability to identify discrete groups. The research methods in the work are the methods of 

machine learning without a teacher K-means and K-Medoids. 

 

2.3.1. K-means clustering algorithm 

As one of the most widely used clustering algorithms, the K-means method is characterized by its 

practicality, efficiency and good clustering effect [20]–[22]. Let be a data set X= {x1, x2, …, xm}, where  

M are objects in Euclidean space. The main goal of the K-means method is to divide the set of observations 

X into K clusters, K1, K2, …, Kk, i.e., Ki⊂X, | Ki| ≥ 1, and Ki ∩ Kj =∅ for 1 ≤ i, j ≤ k, i = j. Each cluster must 

contain at least one object. The method classifies identical objects into several groups so that objects in the 

same cluster are as similar as possible, and objects from different clusters are different, i.e., not similar.  

Each cluster in K-means clustering is represented by its center (centroid). The cluster centroid is the average 

value of the objects that are assigned to the cluster. The difference between the object l∈Ki and ki, a 

representative of the cluster, is measured using the Euclidean distance dist (l, ki), where dist (l, ki) is the 

Euclidean distance between the points l and ki. The quality of the Ki cluster can be measured by the 

intracluster variation, which is defined as (1): 

 

𝐴 = ∑ ∑ 𝑑𝑖𝑠𝑡(l, k𝑖)
2⬚

l∈𝐾𝑖

𝑘
𝑖=1  (1) 

 

where A is the sum of squared errors for all objects in the dataset; l is a point in space representing this 

object; k𝑖 -is the centroid of the cluster Ki. In other words, the distance from each object to the cluster center 

is squared and these distances are summed. 
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2.3.2. K-medoids clustering algorithm 

 Unlike the K-means method, the K-medoids method works with representative values for each 

cluster. Instead of averages, the K-medoids method selects actual data points from clusters as their centers, 

i.e., it selects the medians of clusters as centers. Cluster formation is carried out by selecting K representative 

points, and then repeatedly moving to the best representatives of the cluster. All possible combinations of 

representative and non-representative points are analyzed, and the quality of the resulting clustering is 

calculated for each pair. The original representative point is replaced by a new point that causes the greatest 

reduction in the distortion function. At each iteration, the set of best points for each cluster generates new 

corresponding methods [23]-[26]. Figure 3 represents the pseudocode of the K-medoids algorithm.  

In the Figure 3, D means objects (1, 2, …, n). Sij square error function and dis (Di, Dj) distance between i and 

j objects. 
 

 

 
 

Figure 3. K-medoids algorithm pseudocode 
 

 

3. RESULTS AND DISCUSSION 

The implementation of cluster analysis began with the selection of the optimal number of clusters 

for the analyzed data, since the clustering methods used in this study work on the basis of an algorithm for 

dividing a vector space into a predetermined number of clusters K. There are various measures for 

determining the optimal number of clusters, most of which are based on the calculation of intracluster and 

intercluster distances within a single partition. In this paper, the determination of the optimal parameter K for 

the K-means and K-medoids methods was carried out using the elbow and Silhouette methods. The main idea 

of the elbow method is that it is possible to minimize the sum of the square inside the cluster (within-cluster 

sum-of-squares (WCSS)). The overall variation in the WCSS system measures the effectiveness of 

classification. Thus, the lower the WCSS value, the better the classification result is considered. Figure 4 is 

the result of the elbow method for choosing the optimal parameter K. As can be seen from Figures 4(a) and 

4(b), the elbow method calculated the value K= 4 as the optimal parameter K for K-means that K-medoids. 

As the k value increases, the position where the improvement effect of the distortion degree decreases the 

most is the k value corresponding to the elbow [27]. 
 

 

  
(a) (b) 

 

Figure 4. Choosing the optimal number of clusters by the elbow method (a) for K-means and (b) for K-

medoids 
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In the Silhouette method, the Silhouette coefficient is calculated using the average intracluster 

distance and the average distance to the nearest cluster for each object. The highest value of the “Silhouette” 

coefficient allows you to clearly identify clusters. Thus, based on the Silhouette scoring values, you can find 

the best clustering settings. The results of applying the Silhouette method to assess the quality of the 

constructed cluster model are visually presented in Figure 5. Figures 5(a), 5(c), 5(e) reflect sets of Silhouette 

coefficients at values K=4, K=5, K=6 for the K-means method. Figures 5(b), 5(d), 5(f) show sets of 

Silhouette coefficients at the same values K=4, K=5, K=6 for the K-medoids method. The scoring values for 

K=4, K=5, K=6 for the K-means and K-medoids methods are presented in Table 2. As can be seen from 

Table 2, at K=4, the scoring value for the K-means method reached a higher value of 0.50 than for the  

K-medoids method, which is 0.27. 
 

 

  
(a) 

 

(b) 
 

  
(c) 

 

(d) 
 

  
(e) (f) 

 

Figure 5. The value of the Silhouette for K-means method ((a) K=4; (c) K=5; (e) K=6) and K-medoids 

method ((b) K=4; (d) K=5; (f) K=6) 
 
 

Table 2. The value of the Silhouette for K-means and K-medoids methods 
Number of clusters K-means K-medoids 

4 0.50 0.27 
5 0.43 0.24 

6 0.41 0.21 
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In the next step of the study, Figure 6 presents the results of applying clustering methods. As shown 

in Figures 6(a) and 6(b), the results of clustering by K-means and K-medoids demonstrate 4 clusters that are 

well separated from each other with clear boundaries and their centroids. Figures 6(c) and 6(d) show 3D 

visualizations of these 4 clusters. However, a comparison of the Silhouette coefficients of both methods 

shows that the scoring value by the K-means method is much greater than by the K-medoids method. In this 

regard, further investigation of the identified cluster groups was carried out on the basis of the results 

obtained using the K-means method. In addition, as a result of measuring the quality of clustering, the 

accuracy of the model using this method K-means exceeded the accuracy of the model K-medoids.  

In addition, as a result of the clustering quality measurement, the accuracy of the K-means model exceeded 

the accuracy of the K-medoids model. Also, the external clustering quality assessment measures presented in 

Table 3 confirm the results obtained using internal clustering quality assessment measures. In this 

connection, further research of the identified cluster groups was carried out on the results obtained by the  

K-means method. Our study suggests that higher values for the external measures of clustering quality using 

the K-means method demonstrate clearly delineated cluster groups of earthquakes. Thus, Figure 7 represents 

the results of classification by the K-means method: Cluster 0, Cluster 1, Cluster 2, and Cluster 3. 

 

 

  
(a) 

 

(b) 
 

  
(c) (d) 

 

Figure 6. Plot of a four cluster data set from different view angles (3D and 2D): (a), (c) K-means method;  

(b), (d) K-medoids 

 

 

Table 3. External measures for evaluating the results of clustering 
Methods ARI NMI Homogeneity Completeness V-measure 

K-means 0.793 0.854 0.868 0.847 0.839 
K-medoids 0.754 0.836 0.859 0.843 0.835 
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Figure 7. Сluster groups 

 

 

The analysis of statistical conclusions and a comprehensive assessment of the results obtained were 

carried out using descriptive statistics. Table 4 presents the results of descriptive statistics for conducting a 

more detailed analysis of the clusters obtained and identifying the features of each of them. 

 

 

Table 4. Statistical description of the earthquakes data set in each cluster 
 Statistical description Lat Long Depth Energy_cl Mag 

Cluster 0 Count 1677 1677 1677 1677 1677 

 Mean 41.752 77.446 8.863 10.147 4.485 

 Std 2.462 4.117 4.259 1.099 0.544 
 Min 34.39 63.31 0.0 6.3 2.9 

 Max 52.48 91.42 15.0 15.1 7.3 

Cluster 1 Count 89 89 89 89 89 
 Mean 37.088 71.049 192.921 11.574 5.37 

 Std 0.571 0.902 23.352 1.261 0.679 

 Min 34.96 67.22 150.0 9.5 3.8 
 Max 39.15 74.43 300.0 15.2 7.2 

Cluster 2 Count 75 75 75 75 75 

 Mean 37.156 71.299 102.066 11.197 5.186 

 Std 0.594 1.024 16.564 0.968 0.551 

 Min 35.9 67.29 65.0 9.6 4.2 
 Max 39.44 75.12 145.0 13.9 6.7 

Cluster 3 Count 442 442 442 442 442 

 Mean 41.493 76.769 25.305 10.229 4.606 
 Std 2.795 4.595 7.987 1.286 0.644 

 Min 34.79 49.61 20.0 6.1 3.1 

 Max 50.40 90.31 60.0 16.0 7.0 

 

 

It can be seen from Table 4 that in Cluster 0 the frequency of occurrence of earthquakes is more 

frequent (within 1677) compared to other cluster groups. Seismic events are grouped in Cluster 0, where the 

average magnitude is 4.5 points, the energy class is 10.15 and the depth is 8.7 km. And in Cluster 1, the 

values of these indicators for magnitude and energy class are slightly higher than the values of Cluster 0, 5.4 

points and 11.6, respectively, and the depth value is much higher than 192.92 km. As for the values of 

Cluster 2 indicators, they are closer to the values of Cluster 1: magnitude 5.2 points, energy class 11.2 and 

depth 102.07 km. The second cluster in terms of concentration of seismic event foci (within 442) is Cluster 

3. Thus, as a result of descriptive statistics, we were able to identify the largest foci of earthquakes over the 

past 10 years. 

The study of earthquake foci by Cluster 0 shows that mainly earthquakes partially cover the 

southeastern territories of the Republic of Kazakhstan with adjacent borders of the territories of the countries 

of China, Kyrgyzstan, and Uzbekistan. Most of the earthquake foci correspond to the territories of 

Kyrgyzstan and China. The location of the Cluster 0 centroid covers the average values of latitude 41.752 

and longitude 77.446. According to this cluster, the main earthquake foci on the territory of the Republic of 

Kazakhstan are determined by the Zhetysui, Abai, East Kazakhstan regions. Also, this cluster determines 

single earthquake foci in Akmola, Karaganda and Pavlodar regions. The study of the Cluster 3 structure 

shows a denser concentration of earthquake foci in the southern territory of the Republic of Kazakhstan and a 

partial accumulation in the southeastern part. According to Cluster 3, South Kazakhstan, Almaty, Zhambyl, 

Turkestan regions are defined. Single earthquake foci correspond to the Ulytau region. The location of the 

centroid for Cluster 3 covers the average values of latitude 41.493 and longitude 76.769. The centroids of 

both clusters Cluster 0 and Cluster 3 are shifted to the territory of Kyrgyzstan. The study of Cluster 1 and 
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Cluster 2 showed that the distribution of earthquake foci and the location of their centroids mainly belong to 

the territory of Tajikistan, and therefore, a more detailed analysis of these clusters was not carried out in the 

work. 

The study of each cluster made it possible to study the seismogenerating zones of the Republic of 

Kazakhstan. As it is known, according to historical data on the earthquakes that have occurred, the territories 

of the Republic of Kazakhstan are subject to the threat of destructive earthquakes. Recently, the research of 

Kazakhstani scientists and researchers on existing earthquake-prone regions also includes Atyrau, Aktobe, 

West Kazakhstan, Kyzylorda, Mangistau regions of the Republic of Kazakhstan. The appearance of new 

seismogenerating zones and faults is primarily associated with the geology and geomorphological structure 

of the earth, with the movement and creep of shear faults and plates [28], [29]. Thus, comparing the results of 

the study in the form of the obtained cluster groups of earthquakes with the seismogenerating map of the 

Republic of Kazakhstan and with the map of earthquake epicenters from ancient times to 2015, we see that 

the appearance and accumulation of earthquakes has not changed dramatically. In the course of the study,  

as previously noted, the identified cluster groups of earthquakes and their clusters are also associated with the 

main passing Junggar North Tian Shan fault. The regular occurrence of earthquakes in the adjacent areas 

with the main fault shows the frequency of occurrence of seismic events with different magnitudes.  

Thus, the obtained results will be used in the future for the spatial and temporal analysis of seismic datasets 

with the integration of new technologies [30] in modeling and forecasting seismic risks. 

 

 

4. CONCLUSION 

Earthquakes on the territory of the Republic of Kazakhstan and in its border zones with neighboring 

countries mainly occur in the southeastern part of the country, where Cluster 0 was identified, as well as in 

the southern and southeastern parts of the country as Cluster 3. As can be seen, the study of the earthquake 

dataset is based on the approach of data mining and clustering algorithms, such as K-means and K-medoids. 

In determining the optimal number of clusters for both clustering methods, two methods were used, such as 

the elbow method and Silhouette method, where the optimal value is K=4. Also, in assessing the quality of 

clustering, external measures were used to assess the quality of clustering, according to which the K-means 

method showed better results for identified cluster groups of earthquakes. The study of the features of cluster 

groups of earthquakes allowed us to obtain a modern understanding of the seismicity of the zones of the 

Republic of Kazakhstan. In the experimental part of the article, we studied in detail the structures of cluster 

groups, delved into the characteristic features of seismic events based on the magnitude, depth and energy 

class of earthquakes. 

Our findings provide strong evidence that the studied seismic dataset based on the clustering method 

clearly shows stable earthquake cluster groups that have a complex spatial structure with characteristic 

features. Our study demonstrates that the complex spatial structure of cluster groups is closely related to the 

seismic activity of the country’s territory and adjacent regions of other countries. These results have profound 

implications for the prediction of earthquakes in the territory of the Republic of Kazakhstan, as well as for 

the assessment of seismic hazards in general. The results obtained highlight the importance of regular 

monitoring and research to better understand the seismic activity of our country. Future studies may consider 

the change and influence of time series on the formation of earthquake cluster groups, as well as show the 

change in the spatial structure of seismic events in the territory of the Republic of Kazakhstan. Further 

research is also needed to study the interaction of seismic events and external factors such as climate change, 

the emergence of new tectonic faults. Similar research will serve to improve existing spatial analysis 

methods, integrate new technologies to develop more sophisticated visualization tools and interactive 

platforms in real time, providing researchers and stakeholders with the necessary analysis and information. 
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