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 This paper proposes an approach to sentiment analysis of student evaluation 

feedback using transformer-based language models. The primary objective 

of this study is to conduct an in-depth analysis of sentiment expressed in 

student evaluation feedback, with a focus on introducing contextual 

understanding into the sentiment classification process. In this research, four 

different variants of transformer language models were assessed, namely 

multilingual bidirectional encoder representations from transformers 

(MBERT), IndoBERT, RoBERTa Indonesia, and generative pre-trained 

transformer (GPT-2 Indonesia). Additionally, we also compared the 

performance of transformer models with two traditional models, namely 

support vector machine (SVM) and Naive Bayes (NB). The evaluation was 

conducted using feedback data collected from the Evaluasi Dosen oleh 

Mahasiswa (EDOM) system at Riau University, which had been 

categorized as either positive or negative. The outcomes indicate that 

IndoBERT base uncased exhibits the highest performance, with precision, 

accuracy, and recall values of 0.858, 0.929, and 0.911, respectively. This 

observation highlights the effectiveness of transformer-based language 

models in sentiment analysis of student evaluation feedback and provides 

insights for improving educational assessment practices. 
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1. INTRODUCTION 

In higher education, student feedback emerges as a crucial element in the learning process, albeit 

frequently posing challenges in both its provision and reception. A substantial body of research highlights 

that constructive feedback plays a central role in nurturing the growth of students as self-reliant learners and 

significantly contributes to improving their overall learning achievements [1], [2]. Traditional methods of 

collecting student feedback, such as surveys or questionnaires, frequently exhibit noteworthy limitations.  

This approach is often perceived as inefficient, lacking transparency, and tends to yield a restricted quantity 

of feedback responses. As a solution to these challenges, an “Evaluasi Dosen oleh Mahasiswa” (EDOM) 

system was developed. The EDOM system is an information system specifically designed to collect student 

feedback efficiently and effectively at Universitas Riau (UNRI). Although the utilization of the EDOM 

system has improved the process of collecting feedback, it currently lacks the capability to automatically 

analyze student comments. Within the EDOM system, data is collected through a form featuring a Likert 

scale, with an additional section for comments located at the bottom of the form. Standard database 

processing can be used to derive results from the Likert scale values. Nonetheless, the difficulty arises in the 

https://creativecommons.org/licenses/by-sa/4.0/
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comments section, where each survey produces tens of thousands of comments that require manual 

examination. This presents a substantial challenge, as analyzing such a substantial volume of comments can 

be time-consuming and resource-intensive. The resolution to this issue involves the application of a facet 

within the domain of natural language processing (NLP), specifically sentiment analysis [3]-[7]. 

The purpose of this paper is to tackle the hurdles associated with employing sentiment analysis for 

the examination of student feedback by implementing transformer-based language models. By efficiently 

analyzing the data, the results of this analysis are expected to significantly contribute to institutions in 

improving service quality for students. While earlier studies have explored the impact of sentiment analysis 

techniques on evaluating student feedback, they have not explicitly addressed the effectiveness and 

applicability of transformer-based models in this context. To evaluate the capabilities of these models, we 

will fine-tune pre-trained transformer-based language models, including auto-regressive models like 

generative pre-trained transformer (GPT-2 Indonesia), and the autoencoder architecture of multilingual 

bidirectional encoder representations from transformers (MBERT) [8], IndoBERT, and RoBERTa Indonesia [9]. 

We will evaluate the performance of each model using a student feedback dataset obtained from the EDOM 

system. The dataset classifies each feedback into two main sentiment categories: positive and negative. We 

will gauge the efficiency of these transformer-based language models by employing well-established research 

metrics, including accuracy, F1-score, precision, and recall. This paper is organized into the following 

sections: section 2 outlines recent works; section 3 presents our proposed methodology; section 4 deliberates 

on the experimental outcomes, and lastly, section 5 presents our conclusion. 

 

 

2. RECENT WORK 

Transformer-based models have gained significant prominence in recent years owing to their 

capacity to capture the contextual and emotional intricacies of text [10]-[12]. Transformer-based language 

models represent a category of deep learning models that exhibit effectiveness across a range of NLP tasks, 

including sentiment analysis. These models initially grasp the context of a sentence and subsequently employ 

this contextual understanding to forecast the sentiment of the sentence. Transformer-based models have 

surpassed earlier state-of-the-art models in performance, and numerous contemporary pioneering models are 

built upon their foundation [13]. The primary aim of sentiment analysis is to identify, analyze, and extract 

emotional states, reactions, or sentiments conveyed in textual data. Over recent years, there has been an 

increasing interest in employing sentiment analysis to automatically assess student reviews [1], [2], [14]-[17]. 

This is because sentiment analysis can assist universities in identifying trends and patterns within student 

feedback, which can subsequently be utilized to enhance teaching and learning. For instance, institutions may 

uncover a consistent positive sentiment regarding particular teaching methods or a recurring negative 

sentiment associated with a specific course element. Armed with this information, the university can make 

data-driven decisions to improve teaching and learning. If positive sentiments are associated with particular 

teaching approaches, those methods can be strengthened and applied in other courses. Conversely, if negative 

sentiments highlight recurring challenges, focused enhancements can be introduced to tackle those issues, 

ultimately enhancing the overall educational experience for students. Nonetheless, implementing sentiment 

analysis within the framework of analyzing student feedback presents its own array of challenges. Existing 

sentiment analysis techniques, such as GloVe and Word2Vec embedding models [15]-[20], often overlook 

the sentimental and contextual nuances of the text. These models necessitate extensive training on vast text 

corpora to produce precise word vectors and may omit out of vocabulary words (OOV), leading to 

information loss. Moreover, the limited availability of pre-labeled data and the possibility of inconsistencies 

between reviews and their assigned labels can lead to misclassification [21]. 

One of the most widely adopted transformer-based language models for sentiment analysis is BERT [22]. 

BERT demonstrates remarkable effectiveness in sentiment analysis, even when trained on relatively small 

datasets [22]-[24]. Another prominent transformer-based language model is GPT, although it is not explicitly 

tailored for sentiment analysis. However, in this research, we intend to incorporate GPT-2 to assess its 

efficacy in sentiment analysis. Several other transformer-based language models have been put forth for 

sentiment analysis, including RoBERTa [25], XLNET [26], ALBERT [27], and ERNIE [28]. Nonetheless, 

the research centers its attention on models applicable to the Indonesian language. 

 

 

3. METHOD 

The methods chapter delineates the sequential procedures undertaken in this research, commencing 

with data collection and progressing through data pre-processing, data labeling, data splitting, fine tuning, 

culminating in model performance evaluation. Each of these stages holds significance in guaranteeing the 
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efficiency and precision of the constructed model. The comprehensive depiction of this entire process is 

elucidated in Figure 1, offering a visual representation of the research workflow. 

 

 

 
 

Figure 1. Research stages 
 

 

3.1.  Data collection 

In this research, data was gathered from the lecturer evaluation by student’s survey data, which was 

sourced from the evaluation information system at UNRI. The collected data is in the form of text, 

encompassing student comments regarding lecturers and lecture activities. Subsequently, this data was 

transformed into CSV format to facilitate subsequent processing and analysis. 

Data collection took place between 2021 and 2023, encompassing inputs from all faculties at UNRI. 

The total amount of collected data amounted to 11,645 comments. Nevertheless, the data contains a 

considerable amount of noise, including irrelevant comments, excessively brief remarks, and sensitive or 

private information such as the lecturer’s name, course, and location. This noise has the potential to impact 

the clarity and quality of the analyzed data, necessitating data-cleaning procedures to ensure that the analysis 

centers solely on pertinent and valuable information. 
 

3.2.  Data labelling 

The data labeling procedure was conducted by a team of five native Indonesian speakers. The CSV 

data, which had been downloaded, was subsequently partitioned into five separate documents, ensuring that 

each individual was assigned distinct comments to label. Furthermore, this team had the additional 

responsibility of pre-filtering the data before the labeling process to guarantee that only pertinent and high-

quality data received labels. Prior to labeling, they were tasked with identifying and excluding data that 

lacked substantial information. This involved filtering out short comments that only consisted of 

acknowledgments or generic phrases that did not contribute context or additional value for the purpose of 

data analysis. As a result, this endeavor not only enhanced the quality of the labeled dataset but also 

improved the efficiency of the subsequent machine learning process, guaranteeing that the model would be 

trained on genuinely meaningful and representative data. 

The total quantity of data successfully labeled amounted to 5,783 comments. Among these, 2,849 

were positive reviews, and 2,934 were negative reviews. Figure 2 illustrates that within the EDOM system, 

positive reviews from students constitute 50.73% of the total, whereas negative reviews make up 49.27%.  

This indicates a nearly balanced distribution between positive and negative reviews within the cleaned data. 

Figure 2 shows the proportion of positive and negative data. 
 

3.3.  Data verification 

After completing the labeling process, the subsequent step involves verifying the labeled data.  

This stage holds significant importance in guaranteeing the precision and consistency of the data. During the 

verification process, a distinct team evaluates the labeled data samples. They meticulously assess each 

assigned label, confirming its appropriateness within the given context. Data that raises doubts or exhibits 

inconsistencies in labeling undergoes scrutiny and, if deemed necessary, undergoes re-labeling to maintain 

data integrity. This verification procedure not only enhances the dataset’s quality but also aids in identifying 

areas that might necessitate improvements in labeling guidelines or additional training for the labelers.  

The ultimate objective is to generate a dependable dataset, ready for utilization in training machine learning 

models, with a high level of confidence. 
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Figure 2. Proportion of positive and negative data 

 

 

3.4.  Data pre-processing 

Data pre-processing encompasses several essential tasks, including data cleaning, tokenization, 

creating token-to-ID mappings, introducing special tokens, and performing padding and truncation, all of 

which are carried out before fine-tuning and training the model. Figure 3 provides a visual representation of 

the pre-processing steps. 

 

 

 
 

Figure 3. Pre-processing illustration 

 

 

In this research, the pre-processing stages are delineated as follows: 

a) Data cleaning and tokenisation. The initial step in the pre-processing phase encompasses data cleaning 

tasks, such as the removal of extraneous symbols, rectification of spelling mistakes, conversion of 

abbreviations to their expanded forms, and anonymization of names of individuals, locations, or entities 

through the utilization of substitutes like ‘XYZ’. Subsequent to the cleaning process, tokenization of the 

document is executed. During tokenization, the input text is dissected into tokens, which can encompass 

complete words, sub-words, or individual characters. For the purposes of this research, the transformer-

based model adopts the WordPiece tokenization approach to segment the text. Table 1 shows an example 

of data cleansing results. In the example, we censor the name of the class and lecturer and fix some typos 
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and grammar errors in the sentence. The resultant cleaned and annotated dataset is accessible in our 

repository [25]. 

b) Add special tokens. Within the BERT architecture, the incorporation of special tokens holds significant 

importance in conveying structural information to the model. Notably, two such tokens are “CLS” and 

“SEP.” The “[CLS]” token, also known as the classification token, is positioned at the inception of every 

input sequence. It serves as a focal point for consolidating the comprehensive representation of the 

sequence, particularly in tasks related to classification. The “[SEP]” token, referred to as the separator 

token, assumes the role of enabling the model to differentiate between segments within the sequence.  

This differentiation proves crucial in scenarios involving distinct text fragments or signifying the 

conclusion of a sequence. 

c) Padding, and truncation padding and truncation represent indispensable procedures in the pre-processing 

of text data for the BERT model, involving the incorporation of [PAD] tokens. Padding involves the 

addition of [PAD] tokens to shorter sequences, thereby equalizing their length with the longest sequence 

in the batch. This ensures the model’s ability to efficiently process the data within a single batch. 

Truncation serves the purpose of reducing the length of sequences that surpass the model’s maximum 

allowable limit, effectively trimming the text while preserving the fixed dimensionality. Notably, the 

[PAD] tokens are intentionally engineered so as not to impact the model’s analytical outcomes. They 

enable the model to disregard the padded sections and concentrate solely on the substantive content 

contained within the sequences. This procedural approach strikes a balance between preserving crucial 

contextual information and adhering to the model’s technical constraints, ensuring that only pertinent 

information is incorporated and processed by BERT. 

d) Token to ID mapping. The token to ID mapping process within the pre-processing workflow for the 

BERT model stands as a pivotal stage. It involves the conversion of tokens derived from the original text 

into distinct identification numbers (IDs). Following the segmentation of the text into tokens based on 

predefined tokenization rules (such as WordPiece in the case of BERT), each individual token undergoes 

transformation into an ID based on the model’s vocabulary. To illustrate, the phrase “Hello World” might 

be represented by the ID 7592 within the BERT lexicon. This procedure transforms the textual structure 

into an array of numerical values, enabling the model to handle textual data as numeric input. 

Consequently, a sentence like “Hello World” would undergo conversion into a sequence of numeric IDs  

(e.g., [7592, 9999]), thereby facilitating the model in its analysis and learning from the data.  

This mapping process guarantees that the text presented to the model adheres to a uniform format, 

ultimately enhancing the efficiency and precision of processing. 

 

 

Table 1. Example of data cleansing record 
[1] Before cleansing [2] After cleansing 

[3] Untuk kelas {name of class} dengan bapak {name of 
lecturer} saya rasa kurang efektif dikarenakan dosen 
yang bersangkutang jarang masuk kelas dan untuk 

pengerjaan tugas krg jelas diberikan sehingga 
mahasiswa bingung tugas nya seperti apa yang harus 

dikerjakan 

[4] Untuk kelas XYZ dengan bapak YXZ saya rasa kurang 
efektif dikarenakan dosen yang bersangkutan jarang 
masuk kelas dan untuk pengerjaan tugas kurang jelas 

diberikan sehingga mahasiswa bingung tugasnya seperti 
apa yang harus dikerjakan 

 

 

3.5.  Data split 

The processed data undergoes division into distinct segments. In the context of this research, the 

dataset is partitioned into three primary components: training data, validation data, and testing data.  

The training data, comprising 80% of the entire dataset, is allocated for the purpose of model training.  

This allocation enables the model to acquire knowledge and adapt to the underlying patterns within the data. 

The validation dataset, comprising 10% of the entire dataset, serves the purpose of assessing the model’s 

performance during the training phase. It furnishes feedback on the model’s efficacy and assists in fine-

tuning model parameters to mitigate overfitting. On the other hand, the test dataset, also representing 10% of 

the total data, serves as the ultimate metric for evaluating the model’s performance on previously unseen 

data. This dataset comprises new data that the model has not encountered before. This division of the dataset 

adheres to an 80:10:10 ratio, allocating percentages for training, validation, and testing data, respectively. 

 

3.6.  Fine tune model 

In this research, the pre-trained model architecture is tailored for the purpose of conducting 

sentiment analysis. These adaptations may encompass alterations to the model’s layers, including the 

addition or removal of layers, with the objective of enhancing the model’s capacity to effectively learn from 

and process the distinct characteristics of the curated dataset. Specifically, this research will employ four pre-
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trained models, namely MBERT, IndoBERT, RoBERTa Indonesia, and GPT-2 Indonesia. Each of these 

models belongs to the category of transformer-based models, sharing identical attributes in terms of the 

number of transformer layers, attention mechanisms, and hidden embedding size. A detailed comparison 

among the pre-trained models is available in Table 2. 

The fine-tuning process included the calibration of hyperparameters for the transformer-based 

language models, aiming to optimize their performance in the task of sentiment analysis. The adjustment of 

hyperparameters was guided by the specific attributes of the student feedback data, taking into account 

factors like the feedback’s length and the distribution of positive and negative reviews. The hyperparameters 

taken into consideration for the proposed model are as follows: 

− The batch size was set to 32. The batch size denotes the quantity of training examples employed in a 

single iteration. A smaller batch size was selected to promote the model’s ability to generalize effectively 

to new, unseen data. 

− The AdamW optimizer was used, which is a variant of the Adam optimizer that provides weight decay by 

decoupling the gradient of the L2 regularization from the update of Adam [29]. The learning rate (lr) was 

configured to be 2e-5, and epsilon (eps) was established at 1e-8. The learning rate governs the magnitude 

of adjustments made to the model in response to the estimated error during each update of the model’s 

weights. Epsilon serves as an exceedingly small value, implemented to safeguard against division by zero. 

− The number of epochs was set to 4. An epoch signifies a single iteration through the complete training 

dataset. The number of epochs serves as a hyperparameter, determining how many times the learning 

algorithm will iterate over the entire training dataset. 

The customised model architecture is as follows: 

 

 

Table 2. Parameter’s comparison of pre-trained models. L=numbers of transformer layers, H=numbers of 

hidden embedding size, and A=numbers of attention heads 
[5] Pre-trained model [6] L [7] H [8] A [9] Total parameter [10] Language type 

[11] BERT-base multilingual [12] 12 [13] 768 [14] 12 [15] 110 million [16] Multilanguage 

[17] IndoBERT-base [18] 12 [19] 768 [20] 12 [21] 124.5 million [22] Mono language 

[23] RoBERTa [24] 12 [25] 768 [26] 12 [27] 125 million [28] Multilanguage 

[29] GPT-2 Indonesia [30] 12 [31] 768 [32] 12 [33] 117 million [34] English 

 

 

3.6.1. MBERT architecture 

MBERT, short for multilingual BERT, represents a variant of BERT that undergoes training not 

solely on text from a single language but on an extensive collection of text spanning multiple languages.  

This unique training approach equips MBERT with the capability to comprehend and handle information 

across a multitude of languages, as opposed to being limited to a single language. MBERT employs an 

identical architecture and self-attention mechanism as the original BERT. However, due to its training with 

multiple languages, MBERT acquires the capacity for transfer learning across diverse languages. 

BERT, an acronym for BERTs, constitutes a groundbreaking advancement in the field of NLP.  

The BERT architecture leverages transformers to acquire language representations through the examination 

of bidirectional context. Transformers represent a category of neural network architecture characterized by a 

self-attention mechanism. This mechanism enables the model to concurrently process words within a 

sentence and comprehend the contextual relationships among them by considering the entire sentence. 

Consequently, this approach facilitates more rapid and in-depth comprehension when compared to sequential 

architectures that process words one after the other. 

Before embarking on the fine-tuning process, it is imperative to prepare and tokenize the input data. 

Each textual segment is disassembled into discrete tokens, which BERT subsequently maps to corresponding 

token IDs according to its predefined vocabulary. As an illustrative example in Figure 4, consider the 

sentence “Penjelasan menarik dan mudah dipahami,” which would be segmented into a token list as follows: 

[“[CLS]”, “Penjelasan”, “menarik”, “dan”, “mudah”, “dipahami”, “[SEP]”]. These tokens are then translated 

into a series of numerical IDs. Within BERT’s framework, the embedding matrix E is used to transform each 

token 𝑡𝑖 into 𝐸(𝑡𝑖), a vector of numeric IDs. This vector encapsulates both the semantic and syntactic 

information of the tokens and serves as the initial input for the BERT network. Subsequently, the network 

utilizes this embedding vector to acquire an understanding of the context and interrelationships among tokens 

within a sentence throughout both the pre-training and fine-tuning phases. 

The embedding of the [CLS] token, ℎ[𝐶𝐿𝑆], from the final layer of BERT is used as a summarized 

representation of the entire input sequence. Next, this vector undergoes processing through a linear 

classification layer, which in turn converts it into a two-dimensional vector that aligns with the number of 
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classes in a binary classification task. The linear transformation is given by the vector ℎ is used as input of 

the final fully-connected classification layer. Given the parameter 𝑊 ∈ ℝ𝐾 𝑥768 of the classification layer, 

where K is the number of categories. The output of linear or classification layer is calculated as logit 𝑍 (1). 
 

𝑍 = ℎ𝑊𝑇 (1) 

 

Moreover, the value of the logit Z is subjected to a transformation using the SoftMax function.  

In this particular scenario, there exist two classes: namely, ‘positive,’ and ‘negative.’ The probability value 

can be observed in (2). 

𝑃(class𝑖) =
𝑒𝑍𝑖

∑ 𝑒
𝑍𝑗2

𝑗=1

 (2) 

 

In the fine-tuning process, the model’s parameters are adjusted iteratively to minimize a loss 

function, typically the cross-entropy loss, which is commonly used for classification tasks. The loss for a 

single instance is computed (3) where 𝑦 is the true label of the instance, 𝑃(class1) is the model’s estimated 

probability for the positive class, and 𝑃(class2) i s the probability for the negative class. 

 

𝐿 =  −[𝑦 log(𝑃(class1)) + (1 − 𝑦)log(𝑃(class2))] (3) 

 

An overview of fine-tuning a BERT-based model is presented in Figure 4. The fine-tuning process 

entails sequential iterations over the complete dataset, encompassing prediction generation, loss calculation, 

and the subsequent adjustment of the model’s parameters. This adjustment encompasses both the transformer 

layers and the classification head, and it is facilitated through backpropagation alongside optimization 

algorithms such as Adam. The iterative process continues for several epochs until the loss either reaches 

convergence or starts to rise on a validation set that is set aside, signaling the conclusion of effective training. 

 

 

 
 

Figure 4. MBERT architecture 

 

 

3.6.2. IndoBERT system architecture 

IndoBERT and MBERT share a common foundation as they are both rooted in the BERT 

architecture. Each of them employs the transformer model, which encompasses a multi-headed self-attention 

mechanism and a feed-forward neural network for the processing of input tokens. Both models are 

engineered with the primary objective of comprehending the context of individual words through the 

examination of the neighboring words, leveraging the bidirectional training capabilities of the transformer. 

Additionally, both models employ a consistent tokenization approach, such as the WordPiece algorithm, 
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which dissects words into subword units. This methodology enhances the model’s ability to effectively 

handle infrequent words and facilitates more robust generalization. 

While MBERT undergoes training on a corpus encompassing text from 104 languages, including 

Indonesian, IndoBERT, in contrast, is trained exclusively on an extensive Indonesian corpus. This 

specialized training equips IndoBERT with a heightened sensitivity to the intricacies of the Indonesian 

language, encompassing idiomatic expressions, slang, and syntactical structures. In terms of mathematical 

representation, the difference lies in the embedding layer, where IndoBERT may have a vocabulary matrix 

𝑉𝐼𝑛𝑑𝑜 optimized for Indonesian tokens, as opposed to the more general matrix 𝑉𝑚𝑢𝑙𝑡𝑖  of MBERT. In (4) and 

(5) show the different of these methods. 

 

𝐸𝐼𝑛𝑑𝑜𝐵𝑒𝑟𝑡(𝑡𝑖) = 𝑉𝐼𝑛𝑑𝑜(𝑡𝑖)  +  𝑃(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖) +  𝑆(𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑖) (4) 

 

𝐸𝑀𝐵𝑒𝑟𝑡(𝑡𝑖) = 𝑉𝑚𝑢𝑙𝑡𝑖(𝑡𝑖)  +  𝑃(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖) +  𝑆(𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑖) (5) 

 

3.6.3. RoBERTa system architecture 

RoBERTa enhances the performance of the BERT model through several significant modifications. 

Two noteworthy distinctions involve alterations in the loss function and the removal of segment embeddings. 

RoBERTa eliminates the segment embeddings and the next sentence prediction (NSP) pretraining task, 

thereby simplifying the input representation. By concentrating exclusively on an extended form of masked 

language modeling, RoBERTa eliminates the necessity to differentiate between multiple segments within its 

input. This design decision simplifies the model’s architecture and is rooted in the recognition that segment 

embeddings and next sentence prediction have limited impact on the model’s performance in downstream 

tasks. In the absence of segment embeddings, RoBERTa relies exclusively on the positional information and 

the inherent content of the tokens themselves. In (6) presents the embedding vector for RoBERTa. 

 

𝐸𝑅𝑜𝐵𝐸𝑅𝑇𝑎(𝑡𝑖) = 𝑉𝑠𝑖𝑛𝑔𝑙𝑒(𝑡𝑖)  +  𝑃(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖) (6) 

 

The consequence of this distinction lies in the fact that while BERT may inherently perform better in 

tasks necessitating a profound comprehension of segment relationships, RoBERTa’s enhanced training 

efficiency and streamlined model design position it as a superior choice for tasks where such differentiation 

holds lesser significance. With regard to the loss function, RoBERTa employs an adapted version of the 

masked language model loss, featuring dynamic masking. The loss function for RoBERTa, which centers 

solely on the masked tokens rather than on NSP, is computed according to (7). 

 

𝐿𝑅𝑜𝐵𝐸𝑅𝑇𝑎 =  − 
1

𝑁
∑ 𝑙𝑜𝑔 𝑃(𝑡𝑖|𝑡𝑚𝑎𝑠𝑘𝑒𝑑; 𝜃)𝑁

𝑖=1  (7) 

 

𝑁 is the number of masked tokens, 𝑡𝑚𝑎𝑠𝑘𝑒𝑑 is the masked token, and 𝜃 represents the parameters of the 

model. This contrast in loss functions aligns with RoBERTa’s training objective that concentrates exclusively 

on the prediction of masked tokens, enhancing its language modelling capabilities without the NSP 

constraint. 

 

3.6.4. GPT-2 system architecture 

GPT-2, which stands for GPT-2, is a model created by OpenAI, advancing upon the initial GPT 

architecture. Fundamentally, GPT-2 is structured as a generative model with the ability to grasp context from 

a provided text and generate coherent and contextually appropriate text in response. The model adheres to the 

principles of the transformer architecture, emphasizing self-attention mechanisms to assess the significance 

of each word within the context of all the words in a given sequence. Having been pre-trained on an 

expansive and diverse dataset, GPT-2 acquires a comprehensive understanding of the language’s general 

structure and subtleties. This proficiency enables it to excel in a broad spectrum of tasks when subsequently 

fine-tuned on data that is more specific to those tasks. 

In contrast, BERT also relies on the transformer architecture, but its primary emphasis lies in 

generating extensive bidirectional representations by concurrently considering both left and right context 

throughout all layers of the model. Consequently, BERT demonstrates exceptional proficiency in grasping 

the subtleties and semantics of words within their contextual framework. This characteristic renders it 

particularly well-suited for tasks demanding an in-depth comprehension of language, including sentiment 

analysis, named entity recognition, and question-answering. The primary distinction between GPT-2 and 

BERT resides in their respective approaches to context and the specific tasks they are optimized for. GPT-2’s 

unidirectional approach empowers it to forecast the subsequent section of text solely dependent on the 
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antecedent context, a feature inherently advantageous for tasks like text completion and text generation. 

Conversely, BERT, by examining context from both directions, furnishes a comprehensive comprehension 

that proves valuable for tasks demanding precise contextual portrayals. Fundamentally, while GPT-2 focuses 

on text generation, BERT adopts a more discriminative role, structured to fine-tune toward a specific output 

according to the input, rather than generating novel content. This differentiation delineates their distinct 

applications in the field of NLP. 

In technical terms, GPT-2 does not employ specific tokens like [CLS] and [SEP], which are 

commonly used in the BERT model. Instead, GPT-2 processes each input token independently. Once 

tokenized, each token ID 𝑥𝑖 is mapped to a dense vector space yielding the token embedding 𝐸(𝑥𝑖). GPT-2 

enhances these embeddings by incorporating positional information to preserve the sequential order of words, 

a critical aspect for comprehending the structure of language. Thus, the embedding for a token at position 𝑖 is 

the sum of its token embedding and its position embedding, represented by 𝐸(𝑥𝑖) + 𝑃(𝑥𝑖). 

Following that, the embeddings are passed through the numerous layers within the GPT-2 model. 

Within each layer of the model, self-attention and neural network operations are applied to iteratively 

enhance and refine the representation of each token. The result obtained from the ultimate layer of GPT-2 for 

the given sequence consists of a collection of vectors, and typically, the vector associated with the initial 

token (or an alternative strategy based on the specific task) is utilized for subsequent classification tasks. 

The chosen output vector from GPT-2, frequently the output corresponding to the first token,  

is subsequently forwarded through a linear layer that functions as the classification head. This layer performs 

a dimensionality reduction of the high-dimensional vector into the designated label space. The logit z,  

which signifies the unprocessed classification score, is computed through this linear transformation.  

In the case of binary classification tasks, the sigmoid activation function is employed on the logit to generate 

a probability value ranging from 0 to 1, indicating the likelihood of class membership. 

 

3.7.  Model performance evaluation 

A model assessment was carried out to assess the efficiency of the transformer-based language 

model in analyzing the sentiment expressed in student reviews. This evaluation encompassed the utilization 

of various metrics to offer a comprehensive assessment of the model’s performance. The Matthews 

correlation coefficient (MCC) was employed, considering the imbalanced distribution of data labels. The 

confusion matrix plot served as a visualization tool to depict the classification model’s performance. 

Furthermore, additional evaluation metrics, including accuracy, precision, recall, and the F1-score, were 

employed. These evaluation outcomes were utilized to ascertain the model’s capability to accurately classify 

reviews as either positive or negative to a satisfactory degree. 

 

 

4. RESULTS AND DISCUSSION 

In the examination of sentiment analysis within student evaluation feedback, four transformer-based 

language models have been utilized: MBERT base, IndoBERT base, RoBERTa base Indonesia, and GPT-2 

Small Indonesia. The effectiveness of these models was thoroughly assessed using a variety of metrics,  

as outlined in Table 3. From these data, it can be observed that all transformer-based model outperforms 

traditional model (SVM and Naive Bayes (NB)) and the IndoBERT base uncased model achieved the highest 

MCC of 0.858, an accuracy of 0.929, and a recall of 0.911. Additionally, the MBERT base uncased model 

exhibited strong performance, recording the highest F1-score of 0.936. Furthermore, the GPT-2 small 

Indonesia uncased model demonstrated the highest precision at 0.950, while the RoBERTa base Indonesia 

uncased model exhibited the least favorable performance metrics among the four models. 

 

 

Table 3. Performance comparison of fine-tuned language models 
Model name Letter case Evaluation parameters 

MCC Accuracy Precision Recall F1-score 

MBERT base Uncased 0.850 0.927 0.945 0.927 0.936 
IndoBERT base Uncased 0.858 0.929 0.951 0.911 0.931 

RoBERTA base Indonesia Uncased 0.782 0.891 0.887 0.891 0.889 

GPT-2 small Indonesia Uncased 0.839 0.920 0.950 0.905 0.927 
SVM - 0.732 0.743 0.736 0.745 0.744 

NB - 0.634 0.645 0.665 0.642 0.647 

 

 

An in-depth comparison of performance metrics for sentiment analysis reveals the models’ 

performance characteristics. Commencing with the MCC, the IndoBERT base model stands out with an 

MCC of 0.858, slightly surpassing MBERT base’s 0.850. This suggests a slightly higher overall quality in 
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binary classification for IndoBERT base. Although the advantage is modest, it can hold significance, 

especially when assessing subtle sentiments conveyed in student feedback. Conversely, GPT-2 small 

Indonesia, boasting an MCC of 0.839, and RoBERTa base Indonesia, with a score of 0.782, indicate that 

while they exhibit reasonable performance, they might not capture sentiment as effectively as the BERT-

based models do. 

Accuracy measurements further emphasize the tight competition between IndoBERT and MBERT, 

attaining scores of 0.929 and 0.927, respectively, highlighting their dependability in accurately classifying 

sentiments. GPT-2 closely follows at 0.920, establishing itself as a robust contender, whereas RoBERTa lags 

behind at 0.891, which, though lower, still signifies a commendable level of accuracy. 

Precision, a crucial metric in sentiment analysis to minimize false positive errors, demonstrated 

IndoBERT base as the leader with a score of 0.951. This was closely followed by GPT-2 small Indonesia, 

which achieved a precision of 0.950, indicating its proficiency in confidently identifying positive sentiment. 

MBERT base was not far behind with a precision score of 0.945, while RoBERTa base Indonesia had the 

lowest result at 0.887. 

Considering recall, MBERT base takes the lead with a score of 0.927, indicating its capacity to 

encompass a substantial portion of positive sentiments an essential characteristic for comprehensive 

sentiment analysis. IndoBERT base and RoBERTa base Indonesia exhibit lower recall scores at 0.911 and 

0.891, respectively, which could potentially lead to the omission of certain true positives. GPT-2 achieves a 

recall of 0.905, placing it in a comparable position to IndoBERT by striking a balance between precision and 

the capability to identify true positives. 

The F1-score, which harmonizes precision and recall, highlights MBERT base’s proficiency, 

boasting the highest score of 0.936. This suggests that it achieves a superior balance between these two 

metrics. IndoBERT base, with an F1-score of 0.931, indicates a slight preference for precision over recall. 

GPT-2 small Indonesia’s F1-score of 0.927 positions it as a well-balanced model, while RoBERTa base 

Indonesia’s score of 0.889 suggests room for potential enhancements in achieving a better balance between 

precision and recall. 

Essentially, IndoBERT base exhibits outstanding precision, while MBERT base showcases an 

impressive equilibrium across all metrics. GPT-2 small Indonesia consistently upholds its reputation as a 

precision-oriented model, and even though RoBERTa base Indonesia performs less satisfactorily, it still 

holds potential for improvement through optimization. Hence, the particular model selected for sentiment 

analysis of student evaluations would depend on whether the task prioritizes minimizing false positives or 

guaranteeing the detection of all instances of positive sentiment. To facilitate a more intuitive 

comprehension, we present this data graphically. Figure 5 through 5 offer visual depictions of the MCC, 

accuracy, precision, recall, and F1-score for each model, respectively. 
 

 

 
 

Figure 5. Comparison of performance result 
 

 

During the fine-tuning process, all models displayed a reduction in training loss as the epochs 

advanced, signifying successful learning and enhanced performance on the training data. Nevertheless,  

the validation losses for all models started to increase after the third or fourth epoch, even as the training 

losses continued to decrease. The discrepancy observed between training and validation loss implies that, 

although the models are effectively learning from the training data, their ability to generalize to new, unseen 

data may be limited. Figure 6 illustrates the training and validation loss for these four models. In contrast, the 

MBERT base uncased model (Figure 6(a)) maintained relatively low validation loss from the second epoch 
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onwards. In particular, the IndoBERT base uncased model (Figure 6(b)) exhibited a consistent decline in 

both training and validation loss during the initial three epochs. Nonetheless, by the fourth epoch, there was a 

slight upturn in the validation loss, suggesting a potential issue with overfitting. However, the RoBERTa 

Indonesia (Figure 6(c)), and GPT-2 Indonesia models (Figure 6(d)) exhibited more noticeable increases in 

validation loss at the fourth epoch. 

Subsequently, the one-way ANOVA test was employed on this dataset of evaluation metrics.  

The objective of this test is to ascertain whether there exists a statistically significant difference among the 

average evaluation metrics of three or more models. The outcomes of the one-way ANOVA test reveal a 

significant difference between at least two groups, as evidenced by the F-statistic value of 8.842 and the  

p-value of 0.00071, which is lower than the threshold of 0.05. 

 

 

 
(a) 

 
(b) 

 

 
(c) 

 
(d) 

 

Figure 6. Model training loss: (a) loss metrics of MBERT models, (b) loss metrics of IndoBERT models,  

(c) loss metrics of RoBERTa Indonesia models, and (d) loss metrics of GPT-2 Indonesia model 
 

 

5. CONCLUSION 

In this research paper, the effectiveness of four fine-tuned pre-trained language models (PLMs) was 

assessed in the context of a student feedback sentiment analysis classification task. These four PLMs 

encompassed MBERT, IndoBERT, RoBERTa Indonesia, and GPT-2 Indonesia. The outcomes revealed that 

the IndoBERT base uncased model yielded the most favorable results, attaining the highest MCC of 0.858, 

accuracy of 0.929, and recall of 0.911. The MBERT base uncased model exhibited commendable 

performance as well, recording the highest F1-score (0.936). The GPT-2 small Indonesia uncased model 

achieved the highest precision (0.950), whereas the RoBERTa base Indonesia uncased model exhibited the 

least favorable performance metrics among the four models. 
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