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 Due to the lack of parallel data, to our knowledge, no study has been 

conducted on the Amazigh-English language pair, despite the numerous 

machine translation studies completed between major European language 
pairs. We decided to utilize the neural machine translation (NMT) method 

on a parallel corpus of 137,322 sentences. The attention-based encoder-

decoder architecture is used to construct statistical machine translation 

(SMT) models based on Moses, as well as NMT models using long short-
term memory (LSTM), gated recurrent units (GRU), and transformers. 

Various outcomes were obtained for each strategy after several simulations: 

80.7% accuracy was achieved using the statistical approach, 85.2% with the 

GRU model, 87.9% with the LSTM model, and 91.37% with the 
transformer. 
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1. INTRODUCTION 

Machine translation, a pivotal subfield in natural language processing, aims to bridge language 

barriers by enabling the automated translation of text between human languages [1]. This interdisciplinary 

field draws from mathematics, statistics, artificial intelligence, and linguistics to develop algorithms that 

translate one natural language into another [2]. The evolution of machine translation began in the mid-20th 

century and has progressed from rule-based systems to more advanced statistical and neural models [3]. 

Machine translation has made notable strides, yet it struggles with languages like Amazigh [4], 

which are less commonly represented in translation research. The intricate linguistic features of Amazigh, 

including its rich morphology and diverse dialects, present unique challenges [5]. These complexities are 

compounded by a scarcity of comprehensive parallel corpora, hindering the development of robust translation 

models [6]. Additionally, Amazigh's distinct syntactic and semantic structures require specialized attention, 

which existing translation models often fail to provide [7]. The lack of focused research and tailored 

resources for Amazigh further exacerbates the problem, leading to suboptimal translation outcomes. 

Addressing these issues is crucial for advancing machine translation capabilities for Amazigh and other 

underrepresented languages. 

This paper presents a comparative study of three distinct approaches to Amazigh-English machine 

translation, each grounded in different technological advancements: statistical machine translation (SMT) [8], 

neural machine translation (NMT) [9], and transformer models [10]. Our research uniquely focuses on 

evaluating the efficacy of each model independently, with the aim of identifying the most effective technique 

for translating the complexities of the Amazigh language. We employ specialized preprocessing techniques 
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and develop custom language models tailored to the intricacies of Amazigh, an approach not widely explored 

in previous research. This methodology allows for a comprehensive analysis and comparison of the strengths 

and limitations of SMT, NMT, and transformer models in the context of Amazigh-English translation. 

The manuscript is organized into three main sections. The section 1 reviews existing studies on 

machine translation, highlighting their limitations in handling languages like Amazigh. The section 2 delves 

into the methodologies and results of SMT, examining its applicability to Amazigh. The section 3 focuses on 

NMT methods, including the use of transformer models, and discusses their effectiveness in translating 

Amazigh. The paper concludes by summarizing the findings and implications of our research, demonstrating 

the significance of our contributions to the field of machine translation. 

 

 

2. RELATED WORKS 
Numerous studies in the area of machine translation have been conducted. For example, in the Hindi 

language, we found [11] based on declension principles, suggesting a machine translation mechanism for 

Hindi to English. They also discuss various machine translation techniques. Arora et al. [12] suggested  

a multilingual machine translation program capable of translating into Hindi and Urdu. The system uses an 

artificial neural network and a translation rules-based technique. Neural networks are excellent for creating  

a translation rule-based machine translation system due to their effective pattern matching and capacity for 

learning from instances. Bhagavad Gita - the hymn of the Lord - is used as input data in the new corpus-

based translation method for Sanskrit to Hindi proposed by [13]. In their research, deep neural networks are 

employed for training. After data analysis and processing, input data is supplied to the neural network, which 

then performs auto-tuning to improve the model. 

The machine translation approach was also applied to the Arabic language. A rule-based machine 

translation system between Arabic and Arabic sign language (ArSL) is suggested by [14]. Their suggested 

approach translates ArSL text lexically and syntactically into Arabic by performing morphological and 

syntactic analysis. Almahairi et al. [15] compares NMT to a conventional phrase-based translation system for 

the problem of translating Arabic (Ar → En). They conduct in-depth comparisons of phrase-based and neural 

translation systems using various configurations for preparing Arabic scripts. The results demonstrate that 

both systems respond similarly to the correct preparation of the script. Brour and Benabbou [16] aims to 

create a translation system that can provide instantaneous assertions via a signing avatar. The method, which 

translates Arabic text into ArSL using a computer, will make it easier for those with hearing impairments to 

connect with others who have difficulty hearing and only know sign language. 

The Amazigh language has also received attention from the machine translation approach, especially 

SMT. Taghbalout and Allah [17] provides a hybrid construction process for an Amazigh-to-English machine 

translation. The suggested system's design is based on both statistical-based machine translation (SBMT) and 

interlingua-based machine translation (IBMT) methodologies. As the initial stage in developing the linguistic 

resources needed by the UNL system to achieve translation [18] have started work on the Amazigh-UNL 

dictionary to create a machine translation system based on the universal networking language (UNL) for this 

language. 

 

 

3. METHOD 

3.1.  Amazigh SMT 

An approach to machine translation, known as SMT, generates translations based on statistical 

models whose parameters are derived from the analysis of large volumes of bilingual text corpora. This 

method operates by identifying patterns in the text that correlate with translations between the two languages. 

Essentially, SMT utilizes the frequency of phrases and their alignments in parallel texts to predict the most 

likely translation for a given segment of text [19]. 

 

3.1.1. Moses 

To train statistical models of text translation from a source language to a target language, one can 

utilize Moses, a free SMT engine. Moses uses these models to automatically translate text into the target 

language by decoding fresh source language material. A parallel corpus, containing texts in both languages, 

is needed for the training, often consisting of pairs of manually translated sentences. Moses is distributed 

under the lesser general public license (LGPL) and is accessible as source code and executables for both 

Linux and Windows [19]. The EuroMatrix project which receives financing from the European Commission, 

is mostly responsible for supporting its development. 
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3.1.2. Statistical system work mechanism 

A sentence must be converted into an Amazigh sentence. Given an English phrase E, we have a 

model 𝑝(𝑃|𝐸) that calculates the conditional probability of any Amazigh sentence. To determine the 

parameters, we use the training corpus. The issue with machine translation is broken down into three steps: 

 Language model 𝑝(𝑃), which can be the trigram model's estimate from any data. We do not require a 

parallel corpus for this language model. 

 𝑝(𝑃|𝐸) translation model, this model must be trained on parallel corpora. 

 Search for P maximizing the product 𝑝(𝑃|𝐸)𝑝(𝑃) from these two models, we can develop a translation 

system. 

 

3.1.3. Linguistic model 

Consider breaking down an Amazigh phrase into the words 𝑃 = 𝑃1, 𝑃2, 𝑃3. . . . 𝑃𝑚. The likelihood of 

E may thus be expressed as the sum of conditional probabilities as (1): 

 
𝑝(𝑃) = ∏ 𝑝(𝑃𝑗|𝑃1, . . . . . , 𝑃𝑚−1)𝑚

𝑗=1  (1) 

 

3.1.4. Translation model 

The probability is calculated using the translation model. The word alignment from the source 

language to the target language is returned by the translation model, which estimates the parameters using 

parallel corpora. 

 

𝑝(𝑃|𝐸) =
𝑃(𝐸,𝑃)

𝑝(𝑃)
=

𝑝(𝑃)𝑝(𝐸∨𝑃)

∑ 𝑝(𝑃)𝑝(𝐸∨𝑃)
 (2) 

 

Consider the following pair of aligned sentences (ⵢⵙⵙⴼⴽ ⴰⴷ ⴷ-ⵜⴳⵔⵎ ⵍⵄⵎⵕ ⵏⵏⵙ ⴷⴳ ⵍⵃⵙⴰⴱ.) 

You(1) must(1) take(2)(3) his(5) age(4) into(6) account(7). Alignment of this parallel sentence: a = {1,2,3, 4, 

5,6,7}. 

Figure 1 illustrates the alignment between two sentences: one in English and the other in Amazigh, 

as demonstrated by a puzzle grid. Upon inspection, we can discern three types of alignments: 'many-to-one,' 

where multiple words or elements in one language correspond to a single element in another; 'one-to-many,' 

where a single element corresponds to multiple elements in the other language; and 'one-to-one,' where there 

is a direct equivalence between elements of both languages. These alignments are a common challenge in 

bilingual language processing and translation studies, where understanding the relationship between different 

linguistic elements is crucial. We will define the model for 𝑝(𝑃|𝐸)and 𝑝(𝐸|a,P) giving as (3): 

 

𝑝(𝐸|a,P) = 𝑝(𝑎|𝑃)𝑝(𝐸|𝑎, 𝑃) (3) 

 

 

 
 

Figure 1. Alignment of two sentences (English-Amazigh) 

 

 

3.1.5. Decoder 

Decoding in SMT is a critical phase where the aim is to choose the target text that has the highest 

probability of being the correct translation of a given source text. This involves applying both the translation 
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model, which provides alignment probabilities of phrases between the source and target languages, and the 

language model, which ensures linguistic fluency in the output. The decoder navigates through numerous 

possible translations, calculating their probabilities and selecting the one that maximizes the probability 

P(target|source). This process effectively handles language ambiguities and syntactical differences. The 

quality of the decoding process is contingent upon the robustness of the training data and the efficacy of the 

search algorithms used. 

 

𝑝(𝑃|𝐸)𝑝(𝐸, 𝑃) = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑝 (𝑃)𝑝(𝐸|𝑃) (4) 

 

The problem is finding a pair (P, E) that maximizes 𝑝(P, a|𝐸). Using Bayes' theorem, this is equivalent to 

finding (P, a) which maximizes:  

 

𝑝(P, a|𝐸) = 𝑝(𝐸, 𝑎|𝑃)𝑝(𝑃)/𝑝(𝐸) (5) 

 

3.2.  Neural machine translation 

Automating translation can be achieved through NMT, a type of end-to-end learning. Rather than 

starting with a set of predetermined rules, NMT utilizes the software's neural network to encode and decode 

the original text [20]. Thus, NMT has the capability to address many of the issues associated with 

conventional sentence-based translation systems and has been demonstrated to provide translations of higher 

quality. One implementation of NMT employs the recurrent neural network (RNN), a powerful model for 

sequential data, for both the encoder and decoder [21]. The core components of NMT include an encoder that 

computes a representation of the source sentence and a decoder that produces one target word at a time to 

construct the conditional probability [22]. Figure 2 illustrates the encoder-decoder architecture used for the 

English-Amazigh NMT.  

 

 

 
 

Figure 2. Encoder and decoder architecture 

 

 

4. RESULTS AND DISCUSSION 

In this section, we delve into the results of our research, presenting a thorough analysis and 

discussion of the findings. To ensure clarity and facilitate understanding, the results are showcased through a 

variety of formats, including figures, graphs, tables, and other visual aids. This approach not only makes the 

data more accessible but also allows for a more intuitive grasp of the implications and significance of our 

findings. The discussion is structured into several sub-sections, each focusing on different aspects of the 

study, from the comparison of SMT and NMT models to the implications of these results for the field of 

machine translation. This structured analysis aims to provide a comprehensive understanding of the research 

outcomes and their broader impact. 

 

4.1.  Statistical machine translation  

The development of a SMT system begins with the collection and preparation of parallel corpora, 

ensuring the text is clean and normalized for consistency. Linguistic models are then created to understand 

and predict word sequences, while translation models map these sequences between the source and target 

languages. The Moses toolkit is employed to train these models, refining the translation process to produce 

accurate and fluent translations. This meticulous preparation and training is essential for building an effective 

SMT system that captures the nuances of both the source and target languages. 
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4.1.1. Corpus preparation  

A significant barrier to the development of SMT systems is the absence of a parallel corpus. The 

parallel corpus consists of collections of sentences from both the source and target languages. For this study, 

an English-Amazigh parallel corpus comprising approximately 137,000 sentences was employed. It was 

collected from various websites. This corpus includes sentences from a wide range of domains. We utilized 

20% of the corpus for testing and the remaining 80% for training. 

 

4.1.2. Language model training 

The Amazigh language serves as the target for a specialized translation system, requiring careful 

training with ample bilingual text to comprehend its unique linguistic features. The system's accuracy hinges 

on precise text alignment and command-line configurations, as detailed in the Moses user manual. These 

settings enable the model to produce coherent and culturally relevant translations, taking into account 

Amazigh's distinct phonetic and morphological characteristics. By meticulously calibrating the system, it 

aims to deliver high-quality translations that facilitate clear and meaningful communication for Amazigh 

speakers. 

Figure 3 displays the command line sequence for training a language model using the Moses SMT 

framework. The commands outline the creation of a new directory, navigating to this directory and then 

executing the language model training script from the Moses toolkit with specific parameters and input files. 

This process is essential for developing a statistical model capable of translating or processing language data, 

in this case likely involving the English and Amazigh languages. 

 

 

 
 

Figure 3. Command to train language model 

 

 

4.1.3. The translation system's training 

The final phase in developing a SMT system is training the translation model with a specific 

language pair. In this phase, sentences from a parallel corpus are meticulously aligned using GIZA++. This 

process informs the construction of lexicalized reordering rules within the Moses toolkit configuration, 

ensuring that the output adheres to the grammatical structure of the target language. To facilitate this 

complex operation, all related data and scripts are systematically organized into a dedicated directory, serving 

as the command center for the training regime. The outcome is a nuanced translation model capable of 

handling both the literal and idiomatic complexities of the language pair, thereby enhancing the system's 

ability to deliver accurate and fluent translations. 

Figure 4 illustrates the command-line instructions for training a translation system using the Moses 

decoder. The script initiates by creating and switching to a working directory. It then runs the 'train-

model.perl' script from the Moses suite in a 'nohup' environment with the 'nice' command to regulate the job's 

priority. The command specifies the root directory for training, the corpus for both the source and target 

languages, alignment models, reordering models, and the language model with its order. It also sets the 

directory for external binary files and directs the output to a file, ensuring that the training process continues 

running in the background even if the session disconnects. 

 

 

 
 

Figure 4. Command line to train translation system 
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4.1.4. Testing  

Now we run moses with the following command: “~/Amaz_moses/bin/moses -f \~/work/mert-

work/moses.ini” We can type a sentence in English and get the output in Amazigh. We use “echo” to display 

the output like this: “ Echo "i can go." ” “~/ Amaz_moses/bin/moses -f ~/work/mert-work/moses.ini” This 

will give the output: “ⵥⵎⵔⵖ ⴰⴷ ⵕⵓⵃⵖ.”. Now, we can assess the precision of our suggested system. This 

test set evaluates the decoder, after which we execute the BLEU scripts on it. We use a number of datasets, 

each containing 10 to 100 phrases, for the studies. We track both successful and unsuccessful sentence 

translations. Figure 5 visually shows these results. The bilingual evaluation understudy (BLEU) was used to 

assess the outcome. The system's output translation quality is evaluated using the BLEU toolbox. The 

average degree of accuracy is 80.7%. 

 

 

 
 

Figure 5. Graphical analysis for sentence observation 

 

 

4.2.  Comparison of the performance NMT models  

In this section, we will present a detailed comparison of the performance and efficiency of three 

leading NMT models: the gated recurrent unit (GRU), long short-term memory (LSTM), and the 

Transformer. Each model represents a unique approach to tackling the complexities of machine translation, 

leveraging different architectural innovations to improve translation quality and processing speed. 

 

4.2.1. Data preparation and text pre-processing 

A. Download and prepare data 

A parallel corpus of 137,322 sentences is used. This corpus includes fresh Latin sentences that are 

commonly used in everyday life, as well as Tifinagh script phrases scraped from the web. The corpus was 

organized and refined through a cleaning process. After these procedures, a manual validation was carried 

out to ensure there were no errors.  

Here are the procedures to follow after preparing the data and importing it from the Hard Disk Drive 

as text files: 

 Give each phrase a START and END token. 

 Remove any unnecessary special characters from the sentences. 

 Create a word index and a reverse word index (word to id and id to word dictionary mapping). 

 Extend each statement to its full potential. 

We efficiently built a "tf.data.Dataset" of strings from these string arrays. 

 

B. Text pre-processing-normalization 

A model known as the NMT model can be exported as a tf.saved_model. For this model, tf.string 

inputs and outputs are required, and all text processing is carried out within the model itself. The model 

utilizes a limited vocabulary for handling multilingual content. Consequently, normalizing the provided text 

is crucial. The first step involves the separation of accented letters and their replacement with their American 
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standard code for information interchange (ASCII) counterparts, achieved through Unicode normalization. 

One such Unicode normalization operation can be found in the TensorFlow Text package. 

 

4.2.2. Simple NMT 

A. NMT with TensorFlow model 

A corpus comprising 137,322 parallel phrases, along with six layers of encoders and six layers of 

decoders, was utilized to develop this approach. The model underwent testing on Google Colab, a popular 

cloud-based platform that facilitates machine learning experiments. To enhance the model's accuracy, 

specific values or patterns, which are not directly deducible from the data, were estimated externally. These 

estimations, known as hyperparameters, play a crucial role in fine-tuning the model's performance. They 

include settings such as learning rate, batch size, and the number of epochs, and are essential for optimizing 

the model's ability to learn from the data and make accurate translations. The careful selection and 

adjustment of these hyperparameters are key to achieving the desired level of translation quality in the 

machine translation system. 

The various results obtained from several assessment criteria following extensive simulations are 

displayed in Figure 6. The resulting average BLEU score is 44.76. The graph clearly demonstrates that the 

BLEU score decreases as the word error rate increases and rises as the word error rate decreases. This is 

because a low word error rate indicates high translation quality, and consequently, a high word error rate 

corresponds to a lower BLEU score. 

 

 

 
 

Figure 6. Graphical representation of the BLEU, PRECISION, and RECALL measurements of the tensorflow 

model 

 

 

B. NMT with PyTorch (OpenNMT) model 

To build the NMT model and translate text from English to Amazigh, the OpenNMT system, an 

open-source toolkit for NMT, was utilized. The performance of the NMT system is greatly influenced by the 

preprocessing of Tifinagh and English characters. Sentences are separated and aligned manually. After 

extensive testing, the maximum length of the source and target sequences was set to 44, the maximum batch 

size for training and validation was established at 128, and the dropout rate was set at 0.3 for the LSTM RNN 

types with Adam optimization. Other parameters are set to their default values. The system records the model 

for every 10 epochs and then calculates the accuracy and perplexity (PPL) 10 times for each model. 

Perplexity refers to how easily a probability distribution (the model) can predict the next sequence. The 

translation model is considered effective at predicting/translating the test set if the perplexity is low. 
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Figure 7 displays the evaluation of the LSTM-based NMT model. In this figure, 'Val ppl' stands for 

'Validation Perplexity,' 'Val Acc' denotes 'Validation Accuracy,' 'PPL' represents the 'Average Prediction 

Score,' and 'Accuracy' indicates the 'Prediction Perplexity.' These metrics collectively provide insights into 

the model's performance. The results demonstrate that the LSTM-based NMT model performs effectively, 

achieving a high validation accuracy score of 87.9%. This indicates a strong ability of the model to 

accurately translate text while maintaining a low level of perplexity, reflecting its efficiency in dealing with 

the complexity of the language structure in the translation process. The low prediction perplexity suggests 

that the model is capable of generating translations with high confidence, and the high validation accuracy 

highlights its effectiveness in correctly translating a wide range of sentences. 

 

 

 
 

Figure 7. Graphical representation of the PPL, accuracy measurements of the OPNNMT model 

 

 

4.2.3. NMT with transformer models 

The transformer introduces an innovative approach to machine translation, leveraging the attention 

mechanism to efficiently capture dependencies. This method significantly reduces computational and training 

time compared to previous models. Google's research team has evaluated its performance, noting that the 

Transformer has achieved the highest BLEU scores in machine translation tasks, marking a substantial 

advancement in the field. 

The transformer architecture has been successful in covering a large number of language pairs with 

high accuracy in machine translation (MT) tasks. This includes models such as bidirectional and auto-

regressive transformers (BART) [23] and multilingual BART (mBART) [24]. Furthermore, the multilingual 

text-to-text transfer transformer (mT5) [25] performs well with an even larger set of languages, many of 

which are considered low-resource. We have built an MT system based on the transformer architecture. Since 

the transformer is the state-of-the-art architecture for MT and our system has been trained on considerable 

amounts of domain-specific data, the translations produced by our system are representative of the high 

quality that can be achieved in today's MT systems for translation from English to Amazigh. Our 

implementation of the transformer architecture uniquely adapts it for the Amazigh language, taking into 

account its specific linguistic features and challenges, which sets our system apart in the field of machine 

translation. 

Figure 8 shows the evolution of performance metrics after every 10 epochs of training. It is evident 

that the inclusion of syntactic information brings significant benefits to most of the adopted metrics. We 

observe that the training accuracy increases from 65.25% to 94.56%, and the validation accuracy increases 

from 64.25% to 91.3%. 
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Figure 8. Graphical representation of the PPL, accuracy measurements of the OPNNMT model 

 

 

4.3.  Comparison of translation models 

We developed and tested a GRU cell-based multilingual NMT system. The hyperparameters utilized 

for each of our models are listed in Table 1. The LSTM and transformer models are trained using the open-

source toolkit OpenNMT-tf3, while the GRU experiments are carried out using the NMT toolbox Nematus 

[26]. The following are the settings for the toolkits' training and inference hyperparameters. 

 

 

Table 1. Hyper-parameters used to train GRU, LSTM and transformer models 
Encoder/ decoder Embiding size Hidden units Encoder depth Decoder depth Batch size Accuracy% 

GRU 256 1024 2 2 64 85.2 

LSTM 1024 1024 2 2 128 87.9 

Transformer 512 512 6 6 64 91.3 

 

 

In this study, we have examined the comparative effectiveness and efficiency of different neural 

network architectures, namely transformer, LSTM, and GRU models, in a specific task, alongside the 

traditional SMT model. Our findings clearly indicate that the transformer model outperforms its counterparts, 

achieving an impressive 91.3% accuracy in validation, which is significantly higher than that of the LSTM 

(87.9%), GRU (85.2%), and notably surpassing the SMT model's accuracy of 80.7%. This superiority in 

performance can be attributed to the transformer's innovative architecture that facilitates faster training 

speeds, which were observed to be 30% quicker than the GRU model and 45% faster than the LSTM model, 

a benefit largely due to the efficient utilization of GPU technology. Despite these promising results, it is 

essential to acknowledge the limitations of our research, particularly in terms of the scope of datasets used, 

which might not fully represent all potential use cases. Therefore, future research should focus on exploring 

these models across a broader spectrum of tasks and conditions to validate the generalizability of our 

findings. Additionally, further investigation into optimizing the performance of LSTM and GRU models 

could provide more competitive alternatives to the transformer model, especially in scenarios where resource 

constraints are a critical factor.  
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5. CONCLUSION 

NMT represents a groundbreaking shift in the field of machine translation research. In this study, we 

developed an LSTM-based deep encoding-decoding model for translating English to Amazigh. Our approach 

incorporated the Bahdanau attention mechanism, utilizing a parallel Amazigh-English corpus of 137,322 

sentences. To assess the effectiveness of our proposed system, we employed various automatic evaluation 

measures, including BLEU, F-measure, Accuracy, and Perplexity. Extensive simulations yielded distinct 

results for each technique: 80.7% accuracy using the static method, 85.2% with the GRU model, 87.9% via 

the LSTM model, and a notable 91.3% accuracy achieved with the transformer model. 
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