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 The social media data provides great source of information about global and 

local events, with millions of users. More precisely, the fact that brief 

messages are practical and are highly popular. Many recent studies have 

been motivated to estimate the location of the events identified by tracking 

posts in social media text messages. It might be difficult to extract location 

data and estimate the location of an event while maintaining a sufficient 

level of situation awareness, particularly in disaster situations like fires or 

traffic accidents. In this presented work we proposed an approach to identify 

geo-references in the text messages. We used bi-directional long short term 

memory (LSTM) neural networks to extract location information in the text 

messages. The results show that applying Bi-LSTM on dataset gives high 

level accuracy after fine-tuning (up to 10 epochs). The testing results show 

that accuracy achieved is 0.98 and 0.076 loss value. This proves that the 

proposed methodology is better than the previous conditional random field 

(CRF)-based approaches. 
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1. INTRODUCTION 

For rich and current source of information social media is best choice with their steadily growing 

user base. Particularly popular are social media platforms, which are heavily used by a huge number of users 

due to their well-liked features including multimedia messages and quick access on mobile devices [1]. 

Twitter (now-X) seems to be the most well-liked service among these platforms, with a large user base. 

Given that most users permit the public to view their posts and user profile data, which offers extensive data 

for text-based research sociological analysis, information extraction, text mining, or analysis [2]. 

Extraction of events and estimation of locations from text message data in social networks are 

essential for keeping up with current happening of various events [3]. These methods are useful for knowing 

what is happening on nearby and for getting emergency information quickly in a variety of contexts. One of 

the potential use cases may be to determine the location of an incident, open alternate roads, and administer 

first aid based on Twitter tweets from people who witnessed a serious collision involving multiple cars [2]. 

Likewise, in terms of handling natural calamities like earthquakes or floods, having access to quick access to 

such information is beneficial [4]. 

Finding evidence of a location, particularly by identifying geographical names (also called 

toponyms), in social network messages, is a crucial challenge for location extraction [5]. The extraction of 

location from text is also known as Geo-parsing. The Geo-parsing challenge is a particular sub-problem of 
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the well-known entity recognition (NER) job, a natural language processing (NLP) problem that aims to 

extract certain entities from text, such as persons, organizations, dates, and locations [6]. The majority of the 

lengthy, formal texts that are used by NER approaches as suggested in the literature are newspaper stories 

and social media text [5]. Once identified in social media postings, toponyms offer rich and practical input 

for location estimation tasks. But there are a few difficulties with this phase as well. A significant issue is 

that, besides well-known toponyms, there might be additional indicators of the event’s location, including the 

geo-tagged messages. This additional information also can be utilized [7]. 

We can classify the previous work done in the area of toponym recognition into three categories i.e., 

gazetteer-based, rule based and machine learning based. The first method uses a gazetteer or predetermined 

list of location names [8]. Primarily the recognition procedure depends on searching if a specific token is 

listed in the gazetteer [9]. The location recognition applications context determines the lists content and level 

of granularity. The list may include the names of the nation, city or town for general-purpose solutions. 

Depending on the application’s context, this list may include more specific information for a given 

geographic area, such as banks, pharmacies, hospitals [7]. The OpenStreetMap and Wikipedia are widely 

used resources for general-purpose gazetteers [10], [11]. The rule-based method defines specific patterns in 

the form of rules. For example, when a token comes after the word “city” it’s regarded as a toponym that 

refers to a city name (like “Jaipur”). Part-of-speech (POS) tagging and morphological analysis also helps to 

find the patterns (sequencing of words) in a sentence. For example, when a pronoun comes before a token in 

English, it usually indicates that the token is a toponym (e.g., “New Delhi”) [12]. 

The gazetteer based and rules-based approaches are work well on very small set of location 

information. But social media data scope is global one [8]. To handle such global data machine learning 

approaches works better. Further the more advanced approaches are based on deep learning concepts that 

improve the accuracy of the decision. One of the popular approaches used in the machine learning-based 

method for toponym recognition is supervised learning. The conditional random field (CRF) is the most 

widely accepted supervised learning method used for named entity recognition. One major benefit of CRF is 

that it allows contextual information to be included into the model, such as the presence of words close to a 

toponym. In this work we have used bi-directional long short term memory (Bi-LSTM) model. The results 

show that deep learning method we applied improves the accuracy compared to CRF-based approach which 

is a machine learning based approach [13]. 

 

 

2. METHOD 

The detection of the events from social media is insufficient for event analysis as it requires correct 

location of the event also [14]. This motivates to propose novel methodology for location extraction.  

The Figure 1 shows the proposed methodology. 

 

 

 
 

Figure 1. Different types of labels 

 

 

2.1.  Dataset 

An annotated NER corpus is used which is available on Kaggle with 47,959 unique text rows. The 

numbers of unique words are 35,178 along with 17 unique NER tags. There are three chunks of words: 
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beginning chunk (B) for the words in the beginning of the sentence, inside words belong to I-chunk 

remaining words we consider for O-chunk i.e., outside the scope. These I-O-B chunks further classified into 

different tags like for geographical entity (Geo-tag), organization (org-tag), person (per-tag), geopolitical 

entity (gpe-tag), time indicator (tim-tag), event (eve-tag), natural phenomenon (nat-tag). The following table 

shows the frequency of words belongs to major chunks in the dataset used. The Table 1 can be visually 

analyzed using the following graph shown in Figure 1. The graph shows the relevancy of the dataset for this 

work as it has ample amount of geographical related information to let model learn and test. The following 

figure shows the methodology used. 

 

 

Table 1. Distribution of tags in datasets 
Tag O B-geo B-gpe B-per I-geo B-org I-org B-tim I-per I-gpe I-tim B-nat B-eve I-eve I-nat 

Count 887908 37644 15870 16990 7414 20143 16784 20333 17251 198 6528 201 308 253 51 

 

 

2.2.  Data preprocessing 

The preprocessing of the data is mandatory before it is inputted to the learning model. It not only 

improves the overall performance of the system along with making learning faster. The first step in data 

preprocessing is tokenizing the sentences into words. Each of unique word is identified and assigned with an 

index number. By using word embedding the word sequence is converted into the number sequence of the 

unique word. After this sentence padding is done to make each sentence of equal length. After that word 

tagging is done with the 17 tags. The tags are indexed with values from 0 to 16. Completion of preprocessing 

led to next step i.e., model training. 

 

 

 
 

Figure 2. The methodology 

 

 

2.3.  Training the model 

In this work we used Bi-LSTM model for training purpose. This is a sequence model with two 

LSTM layer first layer is used for processing input in the forward direction and the second layer is used for 

processing in the backward direction [15]. With having capability of working in two reverse directions this 

model is referred to as bidirectional LSTM, or Bi-LSTM [16]. It is widely applied to tasks involving NLP 

(natural language processing). The idea behind this method is that the model can better comprehend the 

relationship between sequences (e.g., knowing the words that proceeds and follow in a sentence)  
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by processing data in both directions [17], [18]. The Figure 3 shows the working of Bi-LSTM model. There 

are two directional activation function Af and Ab which work in forward and backward directions 

respectively. The Figure 4 shows the design of single block of LSTM network. 

 

 

 
 

Figure 3. Single task Bi-LSTM based architecture 

 

 

 
 

Figure 4. LSTM block architecture 

 

 

There are three major components forget gate, input gate and output gate along with the cell 

memory which is a short term memory. The memory cell holds the current state of the block. The forget gate 

removes the noise from current state whereas input gate adds new information to it. Finally output gate 

updated the state value. Ci-1 represents the previous cell value while Xi and Yi represent the current input and 

output respectively. The sig (sigmoid) and tanh are activation functions while • and + are input based 

multiplication and addition operations respectively. 

The impact of forget gate, input gate and output gate on cell state is defined as (1)-(3): 

 

𝐹𝑜𝑟𝑔𝑒𝑡 𝑔𝑎𝑡𝑒  𝐹𝑖 = 𝑠𝑖𝑔(𝑊𝑓𝑋𝑖 + 𝑈𝐹𝑌𝑖 − 1 + 𝑏𝑓)   𝑢𝑝𝑑𝑎𝑡𝑒𝑠 𝐶𝑖 = 𝐶𝑖 − 1• 𝐹𝑖  (1) 
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𝐼𝑛𝑝𝑢𝑡 𝑔𝑎𝑡𝑒 𝐼𝑖 = 𝑠𝑖𝑔(𝑊𝐼𝑋𝑖 + 𝑈𝐼𝑌𝑖 − 1 + 𝑏𝐼) , 𝑎𝑖 = 𝑡𝑎𝑛ℎ(𝑊𝑎𝑋𝑖 + 𝑈𝑎𝑌𝑖 − 1 +
𝑏𝑎) 𝑢𝑝𝑑𝑎𝑡𝑒𝑠 𝐶𝑖 = 𝐶𝑖 − 1 • 𝐼𝑖 • 𝑎𝑖  (2) 

 

𝑂𝑢𝑡𝑝𝑢𝑡 𝑔𝑎𝑡𝑒 𝑂𝑖 = 𝑠𝑖𝑔(𝑊𝑂𝑋𝑖 + 𝑈𝑂𝑌𝑖 − 1 + 𝑏𝑂) 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑠 𝑌𝑖 = 𝑡𝑎𝑛ℎ(𝐶𝑖) • 𝑂𝑖 (3) 

 

where W and U are weights and b is the bias. The activation functions are defined as in (4), (5). 

 

𝑠𝑖𝑔(𝑥) = 1/1 + 𝑒 − 𝑥    𝑟𝑎𝑛𝑔𝑒𝑠 [0,1] (4) 

 

𝑡𝑎𝑛ℎ(𝑥) =  (𝑒𝑥 +  𝑒 − 𝑥)/ (𝑒𝑥 −  𝑒 − 𝑥)  𝑟𝑎𝑛𝑔𝑒𝑠 [−1, +1] (5) 

 

A sentence can be defined as sequence of word [19], [20]. Thus, sentence S cans be represented as 

w1…i where w represents a word. The task composed of various activities like sentence tokenization, word 

embedding, decision making and optimization. The input of the task is sentence whereas the output is Y1…17
 

which represents the 17 tags of the tagsets. The sequence w1…i will be converted into numeral index e1..i to 

make it computational by activation functions. Further optimization functions are used to tune the estimated 

parameters of the learned model. An optimizer adjusts the values produced by activation functions so that 

loss value will be minimized [21]. Gradient descent is considered as popular choice among the class of 

optimizers. For larger datasets gradient descent approach is expensive one as gradient is to be calculated for 

huge numbers of the data values [22]. To tackle this challenge stochastic gradient descent approach is used 

for massive data-based problems such as NLP tasks [23]. In this approach randomly selected batches of data 

are processed in each iteration of learning instead of entire dataset. This makes stochastic gradient descent 

approach computationally inexpensive [24]. 

 

 

3. RESULTS AND DISCUSSION  

The experiment employed a training set, test set and validation set with 70%, 15%, and 15% of 

preprocessed dataset respectively. Figure 5 shows the splitting of dataset into three sets. The training set is used 

for learning and validation set is used for fine tune the learning. The validation set is used for fine tuning 

purpose i.e., hyper parameter adjusting [25]. The test sets are used for checking the correctness the model [26]. 

The training set will feed into Bi-LSTM network to prepare the model to improve the learning with 

validation set 10 iterations had been performed. We have used ADAM optimization algorithm which is a 

first-order gradient-based optimization of stochastic objective functions. This algorithm is very cost effective 

with respect to computation time and memory space requirements. 
 

 

 
 

Figure 5. Splitting of dataset 
 

 

The accuracy and loss values are help to evaluate system correctness [27], [28]. The stated 

parameter defined as in (6). 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑋𝑡𝑝 + 𝑋𝑡𝑛)/( 𝑋𝑡𝑝 + 𝑌𝑓𝑝 + 𝑌𝑓𝑛 +  𝑋𝑡𝑛) (6) 

 

Where Xtp is number of true positives, Xtn is number of true negatives, Yfp is number of false positives, and 

Xfn is number of false negatives. 

The second parameter we consider for comparison is loss value. The loss value will be calculated 

using in (7). 
 

𝑙𝑜𝑠𝑠 = ∑𝑛𝑡 = 1|𝑄𝑡 − 𝑄’𝑡| (7) 
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Where Q𝑡 =actual data value and Q’t = predicted data value. The loss function is simply the difference 

between Qt and Q’t [29], [30], whereas. N = number of samples used in the test set. Table 2 shows that in 

each iteration model improving its learning as accuracy value is increasing and loss value is decreasing. 

 

 

Table 2. Accuracy and loss in 10 epochs 
Epoch# Accuracy Loss 

01 0.9661 0.1104 
02 0.9733 0.0783 
03 0.9788 0.0687 

04 0.9816 0.0672 
05 0.9842 0.0684 

06 0.9861 0.0706 

07 0.9873 0.0720 
08 0.9887 0.0773 

09 0.9900 0.0761 

10 0.9911 0.0796 

 

 

The Figure 6 depicts the comparison between the accuracy value and loss value in multiple epochs. 

The blue curved line shows the values for training set and green shows for validation set. This comparison is 

useful to show that validation is integral part of any machine learning based approach to improve the system 

performance. 

The accuracy and loss value based on test dataset are 0.98 and 0.076 respectively. The previous 

approaches are based on random forest and CRF classifiers. Both the approaches were very popular for NLP 

task. The random forest is the decision tree-based classifier whereas CRF is a graph-based prediction model 

[20], [21]. In this work the both the models are also applied on the same dataset. The finding is shown in 

Table 3. 

 

 

 
 

Figure 6. Training v/s validation loss in 10 epochs 

 

 

Table 3. Comparison with CRF and random forest 
Model Random forest CRF Bi-LSTM 

Accuracy 0.76 0.93 0.98 

 

 

4. CONCLUSION 

A technique for extracting location from social networks text data was provided in this paper. The 

methodology was divided into four activities: first the dataset preprocessing second is training the model, 

third is extracting the location in the text and finally testing the results. During the result analysis the 

proposed methodology is compared with CRF-based approach which was popularly used. Our 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Extracting geo-references from social media text using Bi-long short term … (Dharmendra Mangal) 

1269 

implementation of word indexing and Bi-LSTM classifier achieved 98% accuracy in 10 epochs as compared 

to CRF-base approaches which reaches to 96% in 10 epochs. Hence this approach is better for decision 

making on the locations of the events. This work will help the institutions such as disaster control 

management, police department and other administrative departments to get first-hand information about any 

event for which immediate action is required. Numerous geo-parsing potentials were found, providing 

avenues for future investigation. These include fixing typical spelling mistakes and clarifying ambiguous or 

inaccurate references to the event location on social media. 
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