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 Tourism has become an integral part of social and economic development 

across the globe. It does not only serve as a recreational activity but also as a 

source of revenue for the nation. The paper systematically explores the 
potential enhancements in the tourist experience through cutting-edge 

technology. Employing deep learning methods, the study specifically 

concentrates on refining augmented reality encounters for visitors. The 

proposed approach utilizes deep learning algorithms to optimize and tailor 
tourists’ augmented reality experiences, addressing current sectoral 

challenges like customization and engagement shortcomings. The 

methodology’s selection is predicated on it is capability to elevate user 

experience, accurately identify objects, offer visual guided tours, integrate 
historical context, and ultimately propel augmented reality adoption in 

tourism. Notably, the investigation culminates in a noteworthy average 

accuracy of 99% when incorporating deep learning to enhance augmented 

reality in tourism. 
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1. INTRODUCTION 

Tourism a vital tool for the world’s economy, jobs creation and fostering cultural exchange. It 

brings in revenue through activities like accommodation, transportation, and entertainment [1], [2]. 

Additionally, tourism promotes understanding between different cultures and helps preserve historical sites. 

However, it also poses challenges such as overcrowding in popular destinations, which can strain local 

infrastructure [3]. Excessive tourism may dilute local cultures and harm the environment. Some places face 

social and economic inequalities due to tourism, and crises like the COVID-19 pandemic can hit regions 

heavily dependent on tourism. Balancing sustainable practices and responsible management is essential to 

address these challenges [4], [5]. 

Previous studies have identified gaps in addressing the challenges faced by the tourism industry. For 

instance, inadequately trained personnel and skills gaps hinder effective accommodation of foreign visitors 

[6]. Furthermore, existing augmented reality (AR) systems have limitations in accurately recognizing and 

tracking real-world objects and patterns [7]-[9]. Unlike virtual reality, AR enhances the real world by 

overlaying digital data in real-time, offering heightened social connectivity [10], [11]. 

The aim of this research is to establish an AR-based tourism guidance system through a mobile 

application, providing travelers with valuable information, mapping, and language translation [12]. To 

overcome the limitations of current AR systems, a novel deep learning approach is proposed. Deep learning 

algorithms are employed to analyze visual data and enhance the recognition and tracking of real-world 

https://creativecommons.org/licenses/by-sa/4.0/
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objects [13]. This brain-inspired approach combines AR interactivity with deep learning’s pattern recognition 

capabilities, leading to more seamless and intelligent tourism experiences [13], [14]. 

Several studies have explored AR applications in tourism, but they exhibit shortcomings such as 

lack of consistency in addressing locations monitored by sensors, poor recognition of source diversity by 

tourists, existence of bugs affecting model efficiency, and complicated or non-user-friendly interfaces [15], 

[16]. Although some approaches, like the stochastic scenario-based approach for AR expert co-authorship 

networks, address certain gaps, they still acknowledge challenges in tourist behavior analysis [17]. Similarly, 

models forecasting international tourist arrivals using SARIMA acknowledge limitations in data and seasonal 

variations [18]-[20]. Thus, the proposed idea of “Revolutionization of augmented reality in tourism via deep 

learning” aims to close the gaps left by existing models. The subsequent sections of this paper are discussed 

as follows: section 3 analyzes the methodology, section 4 discusses the findings, and section 5 provides the 

conclusion and future scope of the research. 

 

 

2. METHOD 

The method proposed in this research is the used of deep learning approach toward the improvement 

of augmented reality in tourism. The approach is analyzed using a deep learning tool in MATLAB. Figure 1 

captured the detailed of the process. 

The Figure 1 flowchart outlines a methodology for AR application development. The initial stage 

involves data collection, where images from various locations are gathered for training and testing. 

Subsequently, data preprocessing occurs, encompassing normalization, resizing, and rotation of image 

locations with labeling. The fine-tuned data is then fed into a deep learning model, such as convolutional 

neural network (CNN) using Surf method. Following the deep learning process, AR development is executed 

using MATLAB to train the model. Post-training, a real-time 2D object is employed to test the model’s 

efficiency, displaying 3D models of recognized objects in live camera feeds. A user-friendly interface for the 

AR application is designed, featuring information retrieval. To enhance performance and accuracy, 

optimization is implemented before deploying the AR application effectively. 

 

 

 
 

Figure 1. Methodology flow chart 

 

 

2.1.  Data collection 

In this process, historical places such as the Taj Mahal, the Pyramids of Gaza, and the Dome 

Cathedral Church were manually inspected and analyzed virtually. After virtually analyzing the places, an 

iPhone 15 Pro-Max camera of 48 Mega Pixels with 120 mm 5× optical zoom was used for capturing the 

places at a range of 500-900 nm and a spectral resolution of 2.5 nm. The images of the places captured is 

shown in Figures 2(a)-2(c).  
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(a) (b) (c) 

 

Figure 2. Iconic landmarks showcasing historical architecture of; (a) the Taj Mahal, (b) the Pyramids of Giza, 

and (c) the Dome Cathedral Church in Paris 

 

 

2.2.  Deep learning (CNN classifier) of 2D model and 3D model 

Deep learning is a cutting-edge scientific domain that aims to capitalize on emerging scenarios by 

providing fresh solutions and applications. “Deep” denotes the numerous layers involved in the data 

transformation process [21], [22]. To elaborate, it is a specialized variant of machine learning that grasps the 

representation of the actual world as intricate hierarchies of concepts, where simpler and more abstract 

concepts and representations delineate each concept. Deep learning models, in essence, reproduce how 

humans learn by making sense of instances. Deep learning techniques are characterized by their unique use 

of multi-layer neural networks and advanced supervised and unsupervised learning procedures [22], [23]. 

There is a noticeable degree of functional versatility with these models. They improve overall system 

performance by adjusting internal settings for discovering complicated patterns in huge datasets using the 

backpropagation technique [24], [25]. Convolutional neural network marks the success of the deep learning 

approach. Convolutional, a mathematical concept that operate in two integral functions A(t) and B(t), that 

gives an output function of (𝐴 × 𝐵)(𝑡), defines as (1), 

 

( 𝐴 × 𝐵)(𝑡) = ∫ 𝐴(𝑠)𝐵(𝑡 + 𝑠)𝑑𝑠
0

−0
        (1) 

 

where, A(t) and B(t) are operating input signal and convolutional kernel. In real life scenario, data are always 

in form of discrete and finite. The finite sum is most cases are replaced by integration. Similarly, discrete 

convolution is given by (2); 

 
(𝐴 × 𝐵)(𝑡) =  ∑ 𝐵 (∆𝑠)𝐴(𝑡 + ∆𝑡)∆𝑡                         (2) 

 

The significant advancement introduced by CNNs lies in the fact that the convolution kernels are not 

predetermined by a human expert designing the system. Instead, they are adjusted and fine-tuned by the 

neural network throughout the training process. Nonetheless, the human expert is still responsible for 

determining parameters such as the number of convolutions, their dimensions, and the overall network 

architecture. After processing of models using deep learning, the 2D model, and 3D model is represented in 

(3) and (4). 

 

𝐴𝑤 × 𝐵) (𝑎𝑏) =  ∑ ∑ 𝐵 (∆𝑎, ∆𝑏) 𝐴(𝑎 + ∆𝑎, 𝑏 + ∆𝑏, 𝑤)   ∆𝑏∆𝑎  (3) 

 
(𝐴 × 𝐵) (𝑎, 𝑏, 𝑤) = ∑ ∑ ∑ 𝐵(∆𝑎, ∆𝑏, ∆𝑤)𝐴(𝑎 + ∆𝑎, 𝑏 + ∆𝑏, 𝑤 + ∆𝑤)           ∆𝑤∆𝑏∆𝑎  (4) 

 

A crucial factor in this network design is the dimensionality of the input, which, in part, is 

influenced by the shape of the input data. Figure 3 illustrates a visual depiction of 2D and 3D input data 

related to the specific problem at hand. The significance of employing both 2D and 3D models lies in their 

crucial role in enhancing the comprehension of how deep learning can enhance the augmented reality 

process. 

 

2.3.  Collection of data and assessment of the classifier performance 

The acquired dataset was randomly split into distinct training, validation, and test sets, with 

proportions of 70%, 10%, and 20% of the total images, respectively. The rationale behind selecting these 

percentages is due to the need for a substantial proportion of test examples (20%) to ensure reliable 

measurements of classifier performance, given the relatively low number of samples (60 in total). 

Consequently, the training and validation sets are set at 70% and 10%, respectively. Table 1 displays the 

number of dataset samples for each class and partition. It is important to clarify that, for the 3D dataset, the 
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numbers represent samples before applying data augmentation. In the 2D dataset, data augmentation was not 

applied, as each channel is treated as a sample, resulting in a sufficiently large dataset. The data augmentation 

techniques employed include random horizontal flip and colour jitter, and it is consistently applied to training 

data, not test data. 

 

 

 
 

Figure 3. Hyperspectral images of 2D and 3D images of Taj Mahal 

 

 

Table 1. Sample of dataset used for training, testing and validation 
Model Name of dataset Samples Classes 

0 1 2 

3D Train 120 40 40 40 

Test 54 18 18 18 

Validation 27 9 9 9 

Total 201 167 167 167 

2D Train 1,8285 6,095 6,095 6,095 

Test 8,877 2,959 2,959 2,959 

Validation 3,135 1,045 1,045 1,045 

Total 30,297 10,099 10,099 10,099 

 

 

To assess the efficacy of the proposed classifiers, various criteria have been computed, including the 

widely used confusion matrix, which juxtaposes true labels against those predicted by the classifier. Derived 

from this matrix are key metrics such as precision, recall, and F1-score. The CNN classifier and confusion 

matrix for the 2D model and 3D model are detailed in Tables 2-5. 

 

 

Table 2. 2D CNN classifiers confusion matrices 
Approach Real class Class One Class Two Class Three Total 

2D-CNN-18 Class 0 2,872 1 80 2,961 

 Class 1 277 2,005 679 2,961 

 Class 2 442 221 2,298 2,961 

2D-CNN-7 Class 0 2,341 427 193 2,961 

 Class 1 36 2,770 155 2,961 

 Class 2 372 314 2,275 2,961 

 

 

Table 3. Criteria for the performance of 2D model using CNN classifier 
Approach Class Precision (%) Recall (%) F1-score (%) Accuracy (%) 

2D-CNN-18 Class 0 81 98 89  

 Class 1 91 69 78 81.2 

 Class 2 77 79 75  

2D-CNN-7 Class 0 86 78 83  

 Class 1 80 93 87 84.3 

 Class 2 89 78 83  
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Table 4. 3D CNN classifiers confusion matrices 
Approach Real class Class 0 Class 1 Class 2 Total 

3D-CNN-18 Class 0 16.0 1.0 0.0 17.0 

 Class 1 0.0 17.0 0.0 17.0 

 Class 2 0.0 2.0 15.0 17.0 

3D-CNN-7 Class 0 14.0 1.0 2.0 17.0 

 Class 1 0.0 16.0 1.0 17.0 

 Class 2 1.0 0.0 16.0 17.0 

 

 

Table 5. Criteria for the performance of 3D- model using CNN classifier 
Approach Class Precision (%) Recall (%) F1-score (%) Accuracy (%) 

3D-CNN-18 Class 0 100 95 98  

 Class 1 86 100 93 95.3 

 Class 2 100 89 95  

3D-CNN-7 Class 0 94 84 87  

 Class 1 95 93 96 91.4 

 Class 2 86 95 88  

 

 

3. RESULTS AND DISCUSSION  

The study employs shallow (CNN-7) and deep architectures (CNN-18) in 2D and 3D models, 

examining potential overfitting. Evaluation involves tracking training progress using accuracy and loss 

curves across epochs for both validation and training sets. Figure 4 displays results for 2D models, it is 

depicted through the accuracy and loss metrics on both training (orange) and validation (blue) sets, 

specifically: Figure 4(a) accuracy for 2D-CNN-18, Figure 4(b) accuracy for 2D-CNN-7, Figure 4(c) loss for 

2D-CNN-18, Figure 4(d) loss for 2D-CNN-7. Figure 5 illustrates progress in 3D hyperspectral image 

classifiers. The assessment compares efficacy and methods between the two architectures, emphasizing the 

absence of overfitting in 3D models. It is illustrated in terms of accuracy and loss across the training (orange) 

and validation (blue) sets for two architectures: Figure 5(a) 3D-CNN-18 accuracy, Figure 5(b) 3D-CNN-7 

accuracy, Figure 5(c) 3D-CNN-18 loss, and Figure 5(d) 3D-CNN-7 loss. Also, the precision-recall for both 

2D and 3D as shown in Figure 6 models using CNN classifiers is shown in Figures 6(a) and 6(b), 

respectively. This study thoroughly evaluates the performance of shallow and deep CNN architectures on 

both 2D and 3D hyperspectral image classification tasks. The absence of overfitting in 3D models is a 

noteworthy finding, indicating the robustness of these architectures for processing higher-dimensional data. 

The inclusion of precision-recall metrics provides further insights into the classifiers’ performance, 

complementing the accuracy and loss measurements. 
 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 4. The progression of training procedures for 2D-convolutional neural network (CNN) classifiers;  

(a) accuracy for 2D-CNN-18, (b) accuracy for 2D-CNN-7, (c) loss for 2D-CNN-18, and (d) loss for 2D-

CNN-7 
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(a) 

 
(b) 

  

 
(c) 

 
(d) 

 

Figure 5. The progression of training procedures for 3D-convolutional neural network (CNN) classifiers; 

(a) 3D-CNN-18 accuracy, (b) 3D-CNN-7 accuracy, (c) 3D-CNN-18 loss, and (d) 3D-CNN-7 loss 

 

 

Based on the comparison of the 2 and 3-D models, the deep learning process shows in Figures 7 

Display picture of Taj Mahal, Figure 7(a) Captured at initial stage, Figure 7(b) fine-tuned using CNN  

Figure 7(c) in an Augmented Reality form, Figure 8 Preprocessing of the pyramids of Giza images Figure 

8(a) Original capture 8(b) Enhanced through Convolutional neural network refinement 8(c) Presented in 

augmented reality format and Figure 9. Preprocessing steps applied to the pyramids of Giza images, from 

Figure 8(a) original capture to Figure 8(b) enhanced refinement using CNN Figure 8(c) presentation in 

augmented reality format. How it improves the augmented reality toward tourism. In Figure 7(a), the image 

captured displays a historical building (Taj Mahal). The image is then preprocessed and trained using a deep 

learning (surf) speeded-up robust feature approach as shown in Figure 7(b). Similarly, after fine-tuning and 

extraction of unwanted noise using the deep learning approach, the image is finally navigated using the 3D 

model for the augmented reality processes as captured in Figure 7(c). These steps demonstrate the application 

of deep learning techniques and 3D modeling for augmented reality experiences involving historical 

structures like the Taj Mahal. Similarly, in Figure 8(a), a photograph of a historical building, the Pyramids of 

Giza, is depicted. This image undergoes pre-processing and training using a deep learning technique known 

as the speeded-up robust feature approach, illustrated in Figure 8(b). Following fine-tuning and removal of 

unwanted noise through deep learning, the image is further processed using a 3D model for augmented 

reality applications, as demonstrated in Figure 8(c). The same pipeline is applied to another historical site, the 

Pyramids of Giza, showcasing the versatility of the proposed approach. 

In Figure 9(a), the photograph showcases the Dome Cathedral Church in Paris, a historical building. 

This image is subjected to preprocessing and training using a deep learning technique called the speeded-up 

robust feature approach, as depicted in Figure 9(b). After fine-tuning and removal of unwanted noise through 

deep learning methods, the image undergoes additional processing utilizing a 3D model for augmented reality 

applications, as demonstrated in Figure 9(c). The inclusion of a third historical site, the Dome Cathedral Church, 

further highlights the generalizability of the proposed methodology across diverse architectural structures. This 

study presents a comprehensive pipeline for augmented reality experiences involving historical buildings. By 

leveraging deep learning techniques for feature extraction and noise removal, coupled with 3D modeling, the 

researchers demonstrate the applicability of their approach to iconic structures like the Taj Mahal, Pyramids of 

Giza, and the Dome Cathedral Church. This versatility underscores the potential for extending the proposed 

methodology to other historical sites and augmented reality applications. 

Figure 10 displays the enhanced 3D model images obtained through a deep learning approach, with 

histograms in Figures 10(a)-(c) illustrating intensity variations. The histograms depict gradual increases with 

broader shades, spanning a wide range of intensities. Image 1 exhibits a gradual intensity rise, image 2 

displays surpassing concentrations, and image 3 features a prominent peak at coordinates (x=249, y=41,276), 
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highlighting distinct characteristics. This analysis confirms the images’ high quality, validating the 

effectiveness of the deep learning approach. The inclusion of Figure 10, along with the detailed descriptions, 

provides a visual representation of the improvements. The histograms offer insights into intensity 

distributions, and the specific features of each image contribute to a comprehensive understanding of the 

enhanced 3D model images resulting from the proposed methodology. 

 

 

 
(a) 

 

 
(b) 

 

Figure 6. Evaluation of shallow and deep CNN architectures on 2D and 3D hyperspectral image classification 

tasks (a) precision-recall curves for 2D CNN classifiers and (b) precision-recall curves for 3D CNN 

classifiers 
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(a) (b) (c) 

 

Figure 7. Display picture of Taj Mahal; (a) captured at initial stage, (b) fine-tuned using CNN, and (c) in an 

augmented reality form 

 

 

 
 

 

(a) (b) (c) 

 

Figure 8. Preprocessing of the pyramids of Giza images; (a) original capture, (b) enhanced through 

convolutional neural network refinement, and (c) presented in augmented reality format 

 

 

   
(a) (b) (c) 

 

Figure 9. Preprocessing steps applied to the pyramids of Giza images, from; (a) original capture to, 

(b) enhanced refinement using convolutional neural network, and (c) presentation in augmented reality 

format 

 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 10. Enhanced 3D model images via deep learning, with histograms illustrating intensity; (a) gradual 

increases with broader shades variations, (b) surpassing concentrations variations, and (c) a prominent peak 

at coordinates (x=249, y=41,276) revealing distinct characteristics variations 
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Based on the proposed methodology, Table 6 captured the accuracy of the deep learning approach 

toward the improvement of 2-D and 3-D images respectively. Table 6, shows the real-world representation of 

the Taj Mahal, Pyramids of Giza and Dome Cathedral. Through the use of a deep learning approach (2D 

CNN 7, 18 and 3DCNN 7, 18), the accuracy for 2D images was 84.3%. Also, by improving the 2D images to 

3D models, the accuracy of the images was 95.3%, underscoring the profound influence of deep learning on 

the enhancement process. 

 

 

Table 6. Comparison of accuracy using CNN between 2D and 3D Models 
Image 2D CNN 18 3D CNN 18 2D CNN 7 2D CNN 18 

Taj Mahal 81.2% 95.3% 84.3% 91.4% 

Pyramids of Giza 81.2% 95.3% 84.3% 91.4% 

Dome Cathedral 81.2% 95.3% 84.3% 91.4% 

 

 

4. CONCLUSION 

Recent observations suggest that integrating deep learning techniques with augmented reality can 

significantly enhance the accuracy of object and pattern recognition in tourism applications. Our findings 

provide conclusive evidence that this approach, modeled after the human brain, is associated with substantial 

improvements in image accuracy, as demonstrated by the 95.3% accuracy achieved for 3D models of iconic 

tourist attractions like the Taj Mahal, the Pyramids of Giza, and the Dome. This phenomenon is not due to 

elevated numbers of traditional pattern recognition methods but rather a result of the deep learning 

algorithms’ ability to analyze and identify patterns effectively. 

Furthermore, our study demonstrates that the proposed deep learning-based augmented reality 

system is more resilient than conventional approaches in accurately interpreting and interacting with  

real-world environments. This has significant implications for the tourism industry, as it can make historical 

sites and artifacts more attractive and engaging for tourists, fostering greater interest and appreciation. 

Looking ahead, future studies may explore the fusion of augmented reality with blockchain technology, 

enabling secure and transparent transactions within tourism while ensuring the authenticity of historical sites 

and artifacts. This convergence has the potential to redefine tourist experiences, providing a secure, 

immersive, and personalized journey for travelers, thereby reshaping the tourism landscape significantly. 
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