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 The telecom sector creates huge amounts of information every day as a 

result of its large customer base. Business professionals and decision-makers 

emphasized that maintaining existing clients is less expensive than recruiting 
new ones. Business analysts and customer relationship management (CRM) 

need to know the reasons why customers leave and the behavior patterns 

from earlier churn consumer’s data. Today, there is a problem with customer 

churn examination and prediction in the telecom industry since it is crucial 
for the sector to examine customer behavior to identify those who are  

going to stop their subscriptions. Customer retention could be increased  

by utilizing detection system to detect consumer behavior. Recent 

advancements in machine learning (ML) have made churn prediction more 
precise and practical. It is essential for identifying customers ready to leave 

using company’s products and services in the early stage. Hence in this 

work, predicting customers churn in telecommunication sector using Naïve 

Bayes (NB) model is presented. The performance of presented NB algorithm 

is evaluated using the parameters accuracy, precision, and sensitivity. The 

NB algorithm will have better performance than pervious approaches. 
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1. INTRODUCTION 

In recent times, telecommunication industry is the rapidly growing industry due to the technological 

advancements and new life style adoptions to ubiquitous internet and communications. In the current world, 

telecom companies produce large amounts of information at extremely fast rates. By providing better 

services, many telecom service providers contend for market share. The oversaturated market and client 

turnover are two significant difficulties that telecom businesses must contend with as a result of the rapid 

improvements in global information services, as customers have several choices for better and less expensive 

services. The major goals of telecom companies are to maximize profits and survive in a competitive  

market [1]. Customers are growing with high interesting to current quality of service (QoS) produced by 

businesses. Today, there is more contention to provide clients with cutting-edge QoS. Effective customer 

relationship management (CRM) methods, on other hand, can profit the company by assisting it in attracting 

in more clients, retaining those it already has, and growing client retention while creating more income for its 

operations [2]. 

The customer’s percentage that stops utilizing company’s products or services is called customer 

churn. It might happen as a result of quality and price of service competition with other companies,  
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a business’s inability to build strong connections with its clients, or aggressive marketing by competing 

companies. Customer churn happens gradually over time; it doesn’t happen suddenly [3]. These possibilities 

will be extracted by a data mining-based work called the customer churn analysis. Due to today’s strong 

competition, numerous companies are now providing the same product at essentially the same level of 

service and quality [4]. Customer churn has a very high impact on business development because it is related 

directly to a company’s core business practices. Reduced customer turnover is always the main objective of a 

business when the customer is its most valuable asset. Therefore, maintaining current customers who have 

been loyal to them for a long time depends on customer happiness [5]. 

The prediction of churn is gaining the popularity day by day by the research community and it is a 

powerful paradigm that supports the data-driven operational decisions [6]. The churn is predicted to identify 

the customers who may terminate their service contracts with the service provider. The main intention of 

churn customer is voluntary or involuntary in nature. The growing number of operators and scientific 

progress increased the opposition levels. The companies are trying hard to survive in this aggressive 

competitive market depending on different complicated strategies. The churn customers cause a considerable 

amount of loss in telecom services and become a severe issue in telecom industry [7]. 

The customer churn is one of the most considerable concerns in service sectors with huge 

competitive services. Prediction of churn is the essential and foremost to solve these issues. The prediction of 

customer churn can serve as a potentially big revenue source when it is predicted in the early stage [8].  

The main reason that the customers churn is recognized as the biggest problem in any industry is due to the 

cost of obtaining new customers is whole lot more than keeping the existing customers [9]. The prediction of 

customer churn was done using different methods include machine learning (ML), data mining, and hybrid 

techniques. These kinds of methods support and enable the companies to identify, predict and retain their 

customers [10]. However, most of the researches confirmed that ML techniques are highly effective for 

predicting the churn customers [11]. 

Hence in this work, predicting customer churn in telecommunication sector using Naïve Bayes (NB) 

algorithm is presented. The rest of the work is organized as follows: the section 2 demonstrates the predicting 

customer churn in telecommunication sector using NB algorithm. The result analysis of developed 

application is described in section 3. Section 4 is where the work is finally finished. 

 

 

2. LITERATURE SURVEY 

In this section, stacking is contrasted with various heterogeneous ensembles for telecom churn 

prediction. In this analysis, four various telecom datasets were used to evaluate and compare the performance 

of five grid-searched optimized base classifiers: decision trees (DT), logistic regression (LR), multilayer 

perceptron’s, support vector machine (SVM), K-nearest neighbours (KNN) as well as their heterogeneous 

ensembles: grading, majority voting, stacking, soft voting, and weighted majority voting. The results 

demonstrate that heterogeneous ensembles outperformed single classifiers by a massive margin, with stacked 

being the most successful ensemble. More investigations will be conducted to examine benefits of ensembles 

for trade application in greater detail [12]. 

SVM cloud-based genetic method for prediction customer churn (CCP) is described. The optimal 

genetic algorithm (OGA) with SVM model for CCP being presented in this analysis. First, the double chain 

quantum genetic algorithm is used to produce the OGA. The C and SVM parameters are then optimized 

using the produced OGA. The effectiveness of the OGA-SVM system is evaluated using benchmark dataset 

from the telecom sector [13]. 

How to anticipate telecom client churn using ML is discussed. Deep learning as well as ML 

approaches are being explored in order to forecast telecom client attrition. To predict whether a client will 

stay or leave, they compare widely used methods like random forest (RF) classifiers and SVM by relatively 

more modern buildings such as XGBoost and deep neural networks (DNN). By running the models through a 

grid search, the efficiency of the models is further evaluated. The RF system performs the best in individual 

case, according to the experiment’s results, with such a prediction accuracy of 90.96% on test dataset before 

to search algorithm [14]. Enhanced churn prediction for the telecommunication sector is discussed. To 

decrease churn while using this well-known categorization technique, considerable thought should be given 

to the feature sets that will be used. SVM should also be utilised to analyse customer turnover patterns.  

The features will calculate in view of observational outputs, which indicated that presented model 

outperforms the earliest systems of ROC, sensitivity, specificity, accuracy, and processing speed [15]. 

Authors discussed how to predict customer churn in the telecommunication business using ML 

algorithms. ML methods can be used to determine users are most likely to stop their subscriptions. This plan 

will generate them best assistances while reducing churn. These business plans support telecom assistance 

become successful. In order to create this system, XGBoost, RF, and DT are used [16]. 
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The reason of supervised learning methods to detect customer churn in telecom industry is 

discussed. To detect customer churn, data mining methods are implemented. In the end, it will help with 

studying consumer behaviour and identifying clients who are likely to churn. To predict consumer turnover 

behaviour to use an online set of data from Kaggle, the study’s authors used a variety of classifiers.  

The results demonstrate that this model, using bagging methods and provides a high level of accuracy [17]. 

The use of ensemble-based classifiers in a comparative evaluation of telecom industries capability to 

predict customer’s income is discussed. For churn detection in telecom sector, ensemble-based classifiers RF, 

Bagging and Boosting were employed. We compared ensemble-based classifiers to familiar classifier.  

In comparison to other methods, the experimental results demonstrated that RF has low specific, failure rate, 

high sensitivity as well as greater accuracy of 91.66% [18]. 

Use of weighted selective ensembles-based customer churn prediction is demonstrated. To address 

the customer turnover issue of CRM, this study built a system depended on properties of amount and 

imbalanced information and confirmed it using actual telecom data. The influence of the ensemble is 

definitely beneficial when the base models are SVM, which have a greater hit rate, lift coefficient, and 

accuracy rate. It is a reliable predictor of client attrition [19]. 

Customer churn prediction in the telecommunication utilizing LR analysis and DT is described.  

A framework is designed for the prediction of churn for telecom companies that use computational modeling 

methods like DT and regression models. Depending on how well these algorithms perform given the dataset, 

and a comparison is made. The user can identify which algorithm works the best for the data that use this 

comparative study, saving time that would otherwise have been required to create an accurate model [20]. 

A new churn prediction process is described while determining the communication patterns between 

subscribers and considered a propagation procedure in the network based on detail call records which can 

transfer the churn information from churners to non-churners. An accurate and quick propagation procedure 

can be possible through the detection of communication and setting the initial churners energy differently in 

centrality or churn date. This process was validated based on prediction model performance which is trained 

with social network features and personal features [21]. 

This approach performed churn classification very effectively from non-churn customers and in 

addition it predicts the customers who will become the churn possibly in the future. The performance of 

presented approach is evaluated using 4 rule-generation techniques like genetic algorithm (GA), covering 

algorithm (CA), learning from examples (LEM2) algorithm and exhaustive algorithm (EA). The results 

indicate that presented approach based on GA was best model to extract the knowledge in decision rules form 

from the benchmark telecom dataset [22]. 

The effects of collective inference techniques and relational classifiers are evaluated on predictive 

relational power learners and the performance of these models where the relational learner was combined 

with traditional customer churn prediction models in telecom industry. Eventually the network construction 

effect over model performance is investigated. The results indicated that the weights and edges definition in 

network have an impact on predictive model results. Thereby the best configuration was a non-relational 

learner with network variables without any collective inference using undirected networks and binary 

weights [23]. Three ML classifiers are used for the churn prediction using two popular datasets namely IBM 

Watson dataset which contains 21 attributes, 7033 observation and second one is cell2cell dataset which have 

57 attributes and 71,047 observations. The performance of this approach is measured in terms of area under 

the curve (AUC). This model achieved better accuracy than previous methods [24]. 

Different learning strategy types were investigated to design a prediction approach. Different ML 

algorithms such as RF, gradient boosting (GBM), extreme randomized tree (ERT), KNN and artificial neural 

network (ANN) were tested to determine the best model for making a customer churn prediction technique. 

Here two publicly available datasets namely American Telecom Market and Southeast Asian Telecom 

Industry are used. The ANN have better results compared to other classifiers [25]. 

In order to keep customers and develop a strategy for creating a successful model that can be 

targeted to keep a given group of customers, several studies on the subject of CRM have been carried out in a 

variety of industries. Numerous data mining and statistical methods have been applied to predict churn.  

DT, neural, regression models, networks, clustering, SVM, and other well-known methods are a few 

examples. However, they take a lot of time and are not reliable. As a result, this study offers a precise way 

for predicting consumer attrition in the telecom business in order to address these issues. 

 

 

3. PREDICTING CUSTOMER CHURN IN TELECOMMUNICATION SECTOR 

In this section, predicting customer churn in telecommunication sector using NB algorithm is 

presented. The necessary information for this operation is available on the Kaggle website, which is run by a 

telecom business. 
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Customers’ specifications are included in this dataset, along with data on how frequently they use 

different company services like calls, short message service (SMS), throughput, voice mail, download/upload 

speed, packet loss, latency, line of sight (LoS) and packet drop during both daytime and nighttime hours. 

Each attribute is given a name because the dataset obtained cannot be utilized to directly develop churn 

prediction models. The primary objectives of data preparation process are reducing dimension of the dataset 

attributes and removing unnecessary data. Data preparation is the most important phase of predictive models 

since unclean data contains redundancies, ambiguities, transformations and errors that need to be eliminated. 

In Figure 1, block diagram is shown and the NB algorithm is used to predict future customer churn. 

Preprocessing is needed before a dataset is given into the models. The following is how data is collected and 

processed: each row having null or missing values was removed after searching the dataset for these values. 

The dataset’s categorical data are transformed into numerical data for analysis model. Data has been 

normalized because some models are vulnerable to data dispersion in dataset features. All feature values are 

now adjusted to range from 0 to 1 as a result of doing this. 

 

 

 
 

Figure 1. Block diagram for predicting customer churn 

 

 

Prediction performance improves if the dataset contains highly predictive and useful variables. 

Therefore, increasing the effort put into selecting critical traits while decreasing the number of irrelevant ones 

is necessary to improve prediction performance. Finding important traits for analysis is a process known as 

feature extraction and selection. Using this strategy, it is feasible to extract features from the data that include 

redundant data and improve computational performance of ML model by identifying the useful 

characteristics. Currently, a few features have been disabled. In methods, it is expected that the number of 

instances will be distributed equally among the various groups. In case data is unequally distributed among 

classes, then the model tends to ignore minority class and only forecast important class. However, the data set 

in many actual issues is unbalanced and the data distribution between classes is uneven. 

Unbalanced datasets are a topic that has been studied, and a few solutions have been raised. Through 

the use of excessive and under-sampling approaches, these solutions are categorized. The oversampling 

methods balance the data by lowering the minority to majority ratio and increasing the proportion of minority 

samples. Repeating minority cases is the easiest way to do this, but you may also use a tougher technique 

called synthetic minority over-sampling technique (SMOTE). 

The neighbors of the minority class are taken into account when creating synthetic samples using 

this method. SMOTE is a method that uses random oversampling while allowing for the traits of the minority 

class. To bridge the gap between the ratios of the various class samples, under sampling approaches reduces 

majority group instances. It is normal, because a portion of the data is destroyed, it is best suited for 
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situations where there is a reasonable number of information and the loss does not impact the model’s 

accuracy. In this method, the dataset has been attempted to be balanced by three algorithms: random under-

sampling, random over-sampling, and SMOTE algorithm. After the data balancing phase is finished,  

the attributes are chosen for the classification procedure. 

A Bayesian network shows the causal probabilistic link between two random variables as well as 

their interdependent dependencies and joint probability distribution. A directed acyclic graph and a collection 

of conditional probability distributions comprise two main components. The NB mechanism is based on joint 

probability distributions. For instance, consider some events, such as a voice-only customer or a customer 

who has already been disconnected. 

They can operate as Bayesian network node. At present, if node is dependent on other node in any 

way, an arc or array is drawn between them. It is considered to signify that child node’s experience is seen 

with the experience of parent’s node. Given that the NB explains directed acyclic network, it is possible to 

use conditional probability as well as the chain rule expressed in (1) below to determine complete joint 

distribution, or probability of last match (customer churn), provide all different incidents occurs. 

 

𝑃(𝑥1, 𝑥2, 𝑥3 … 𝑥𝑛) = 𝑃 (𝑥1). 𝑃(𝑥2|𝑥1). 𝑃(𝑥3|𝑥2, 𝑥1) … 𝑃(𝑥𝑛|𝑥1, 𝑥2, … 𝑥𝑛) =

𝜋(𝑥𝑖|𝑃𝑎𝑟𝑒𝑛𝑡𝑠(𝑥𝑖)) (1) 

 

The telecom dataset has two different kinds of clients. Customers who remain with the business, do 

not even change, and are almost always impacted by competing companies generate the first type. Churning 

customers provide another category. The developed system identifies churning customers and the causes of 

their leaving. In order to determine the quality of services offered by a specific business, the services of 

multiple telecom corporations are evaluated as part of the classification process. The NB algorithm 

determines whether or not the customer is a churner according to the classification results. 

 

 

4. RESULT ANALYSIS 

In this section, predicting customer churn in telecommunication sector using NB algorithm is 

presented. The dataset used in this approach includes many characteristics, including voice service, SMS, 

response time, latency, packet loss, download/upload speed, and line of sight, which are defined as follows: 

Throughput: it is total of information which is transported from one site to other at particular period, and is 

typically measured in such as megabits per second (Mbps), bits per second (bps), gigabits per second (Gbps). 

A packet of data’s latency is the time it takes to go from one place to another. In normal speech, 

network latency and lag are closely related. Good user experience (UX) is correlated with low latency, while 

poor UX is correlated with high latency. The objective is to get a latency that is as near to 0. The round-trip 

time (RTT) needed for data packet to go from its origin to destination as well as back can be used to assess 

network latency. At initial phase, the dataset is pre-processed. Rows with empty values are removed, the data 

is normalized, and various table features are extracted during this step. Furthermore, the data format needs to 

be changed to one that algorithms can recognize. Algorithms for balancing data are used to balance the data. 

The NB method uses data extraction and classification models to identify whether a client is a churner or not. 

Here is an example of the outcome analysis of the developed model. The attribute values and extracted 

features will be used to generate a confusion matrix, which will be used to evaluate how well the presented 

NB adequately assess client turnover in the telecom industry. 

According to this model, out of two classes, one is “positive” or “churns/yes” and the other is 

“negative” or “not churns/no.” There are four potential results, which are classified as true negative (TN), 

true positive (TP), and false negative (FN), false positive (FP): total instances that were both accurately 

predicted as positive and really positive (true positive, or TP). 

 TN: total number of events that are both actually negative and correctly predicted as negative. 

 FP instances are all times when a result is actually negative but was predicted as positive. 

 FN: total number of times that positive events are mistakenly detected as negative. 

The accuracy, sensitivity, and precision of the recommended NB classifier’s performance are 

evaluated. 

Accuracy: accuracy is defined as the ratio of correctly predicted instances to total instances 

predicted and it is expressed as (2). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
× 100 (2) 

 

Where TP, TN, FP, and FN are confusion matrix parameters and are described above. 
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Sensitivity: the number of records accurately classified as positive out of its total positive records is 

counted. It is expressed in (3) as a percentage and is also known as the true positive rate (TPR) or recall. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 × 100 (3) 

 

In (3), TP, FN are true positive and false negative instances. 

Precision: precision measures the percentage of data with a positive categorization that are actually 

positive data and is expressed as (4). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100 (4) 

 

Where, TP means true positive and FP means false positive instances which are used to measure the 

performance of the classifier. 

Table 1 shows performance evaluation of various approaches for predicting customer churn in 

telecommunication sector. The NB algorithm performs better than the DT classifier in terms of precision, 

recall and accuracy. When compared to the DT algorithm, the NB algorithm does better. Figure 2 shows 

comparison graph for precision. In Figure 2, y-axis shows the precision values conveyed as percentages, 

while x-axis represents different methods used for predicting customer churn. Compared to the DT method, 

the NB algorithm has higher precision. 

 

 

Table 1. Performance metrics evaluation 
Churn predicting approaches Accuracy (%) Precision (%) Sensitivity (%) 

DT based churn prediction approach 89.2% 87.65% 82.34% 

Presented NB algorithm 98.6% 97.8% 97.42% 

 

 

 
 

Figure 2. Comparative graph for precision 

 

 

In Figure 3, y-axis shows the precision values conveyed as percentages, while x-axis represents 

different methods used for predicting customer churn. Compared to the DT method, the NB algorithm has 

higher sensitivity. The accuracy comparison between the DT and NB algorithms is shown in Figure 4. 

In Figure 4, the y-axis shows accuracy as a percentage and the x-axis shows different algorithms for 

predicting consumer churn. The NB algorithm has high accuracy them the DT algorithm for predicting 

customer churn. Thus, compared to past methods, the NB algorithm that is being presented performs better 

and predicts churn in the telecom sector. 

 

 

 
 

Figure 3. Comparative graph for sensitivity 
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Figure 4. Accuracy comparative graph 

 

 

5. CONCLUSION 

In this work, predicting customer churn in telecommunication sector using NB algorithm is 

implemented. To retain its current customers, telecom service providers must be aware of causes churn.  

The knowledge needed to obtain this information that can be obtained from telecom data. Among the many 

features of this approach are latency, packet loss, throughput, voicemail, SMS, download/upload speed, line 

of sight and calls. First, the data is prepared by reducing the dimensions of the dataset’s attributes and 

eliminating any unnecessary ones. Duplicate attributes are removed and special features are identified during 

the feature selection process. The data is balanced using three methods: SMOTE, Over sampling and under-

sampling. The NB algorithm is applied to explain if particular customer is churner (i.e., whether or not it is 

going to remain with the business). The performance is evaluated in terms of accuracy, precision, and 

sensitivity. The NB algorithm has better results than earlier algorithms for customer churn prediction. 
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