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 Agriculture is one of Nigeria’s most important economic activities but with 

climate change is a threat to crop production and a significant impact on the 

national economy as unforeseen scenarios can cause a drop in crop yield. 

Machine learning algorithms are now being considered as decision support 

tools for crop yields prediction and weather forecasting. Maize is the crop 

selected in this study, and a stochastic gradient model of five popular 

regression algorithms was evaluated. The prediction system is written in 

Python programming language and linked to a web-based interface for ease 

of use and effectiveness. Using performance metrics, the result shows that 

stochastic gradient descent (SGD) performed best with lower error rates and 

better R2_score value of 0.98505036. This crop yield prediction system 

(CYPS) is able to predict the yield of the crop which will help farmers and 

analysts in decision-making. It will also help industries that make use of the 

agricultural product in strategizing the logistics of their business. 
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1. INTRODUCTION 

Agriculture is one of Nigeria’s most important and largest economic activities with a significant 

impact on national development. The favorable wide range of climatic variations has made the country a leader 

in the production of various types of agricultural products such as maize, yam, palm oil, pineapple, cocoa, 

cassava, millet, and so on. The objective of agricultural production is to achieve maximum crop yield [1], [2]. 

The amount of agricultural production harvested per unit of land area is referred to as crop yield  

[3]-[5]. Sometimes, it is also referred to as “agricultural output”. The crop yield which is the primary objective 

of agricultural production is affected by some notable climatic conditions including rainfall, temperature, 

humidity, and land factors such as soil pH, soil type. Climate-driven crop yield, yield variability and climate 

change impact studied [6] suggested that weather and climatic factors are the prominent drivers of crop yield. 

Hence, certain features like rainfall and temperature that have significant effects on crop yields are affected 

once climatic changes tend towards the unfavorable side. 

https://creativecommons.org/licenses/by-sa/4.0/
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The study and management of complicated scenarios like crop yield prediction can therefore help to 

render a larger return yield and promote profitability. Since machine learning is regarded as an effective tool 

[7], [8] for crop yield prediction [9] as it is used to determine patterns, correlations and knowledge from datasets 

[10]. This research extends the study of [11] on artificial intelligence (AI) aiming at filling the gaps that 

unforeseen scenarios like climate change could cause to crop yield. The crop selected for this study is maize, 

and the supervised machine learning algorithms random forest (RF), stochastic gradient descent (SGD), or 

AdaBoost regressor are engaged to predict the crop yield, and develop a system for farmers to have an insight 

into the future and know whether the crops he wants to plant will yield well or not. The research contributions: 

i) evaluate the performance of different algorithms to determine the best; and ii) develop a prediction system 

using the best-determined algorithm. 

The remainder of the article is structured as follows: section 2 examines the earlier research and 

analysis. The suggested scheme’s methodology is shown in section 3 for the crop yield prediction system 

(CYPS). In section 4 presents the implementation, conclusions, and discussion. In section 5 of the study 

presents its findings. 

 

 

2. LITERATURE REVIEW 

Kaur [12] evaluated the applications areas in the field of agriculture including forecasting, smart 

irrigation system, crop selection, storage systems, and crop disease prediction to agree with [13] that, crop yield 

prediction is a critical responsibility of decision-makers, experts, and farmers at the national and regional levels. 

Hence, maize was as a control to figure out the impact of weather on agricultural produce and admitted that 

agricultural yields are truly susceptible to extreme weather and that changes in the mean and extreme weather 

pose a significant danger to governments and organizations [14], [15]. 

Winter Wheat for instance, is particularly vulnerable to low temperatures (freezing) in the fall, as well 

as to heat stress during grain filling and stem elongation [16]. This vulnerability to severe temperatures is 

therefore assumed to be the declining cause of wheat yields throughout Europe [3]. Meanwhile, the factors 

influencing Fall Armyworm damage on the African maize field and its quantifying impacts have been widely 

studied by many authors including [3], [16] to conclude that the Fall Armyworm causes substantial damage to 

maize and some other crops, and that the potential damages may be greatly minimized by regular weeding. 

Towards improving productivity through crop yield prediction therefore, many researchers including [17] are 

recently focusing on machine learning algorithms and their uses. 

Veenadhari et al. [9] and Moraye et al. [18] specifically employed most influencing climatic 

parameters on crop yield to train C4.5 algorithm and demonstrated the use of data mining techniques in 

predicting crop yields. Their results showed that machine learning techniques have better skills in crop yield 

predicting compared to the principal regression. Similarly, Adebiyi et al. [19] discussed the optimization of 

farmland and monitoring of crops by developing a prediction system using a machine learning algorithm to 

analyze and classify dataset containing some parameters related to the yield of crops. This mobile application 

guarantees farmers instant information and services needed in their farmland. Jeong et al. [20] also investigated 

the influence of the performance of the RF algorithm on the predicting of the yield of wheat, maize, and potato 

crop to submit that the RF algorithm is an efficient tool to predict crop yield. This agrees with the findings of 

Sangeeta and Shruthi [21] where the performance of RF, polynomial regression (PR), and decision tree (DT) 

were evaluated and RF was adjudged the best algorithm for crop prediction based on the accuracy of the testing 

and training results, lesser processing time, and better performance even when handling large amount of data. 

Meanwhile, some authors have been employing performance metrics to evaluate the machine learning 

algorithms in other to put some speculations about the accuracy of the test results to rest.  

For instance, Shah et al. [22] evaluated multivariate polynomial regression (MPR), support vector machine 

regression (SVM), and RF base on four performance metrics-root mean square error (RMSE), mean absolute 

error (MAE), median absolute error (MdAE), and R-squared values. Gonzalez-Sanchez et al. [23] also 

compared the predicting power of various machine learning algorithms making use of performance metrics 

RMSE, RRSE, and MAE to conclude that M5-Prime was the best with the largest number of crop yields and 

lowest error rate. Some of these commonly used performance metrics and their mathematical expressions are 

as depicted in Table 1. 

 

 

3. METHOD 

Using labeled data sets to train algorithms that reliably identify data or predict outcomes.  

The supervised learning approach is used in this work. This is a learning process that converts known input 

into output. 
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Table 1. Performance metrics and their mathematical expressions 
s/n Performance metrics Expression 

1 Root-relative square error (RRSE) 

√
∑ (𝑦𝑖 + �̂�𝑖)

2𝑛
𝑖−1

∑ (𝑦𝑖 − �̅�)2𝑛
𝑖−1

. 100 

2 RMSE 

√∑ (𝑦𝑖 + �̂��̅�)
2𝑛

𝑖−1

𝑛
 

3 MAE 
(
∑ |𝑦𝑖 − �̂�𝑖|
𝑛
𝑖−1

(𝑛)(�̅�)
) . 100 

4 MdAE Median(|Xi - �̃�|) 

5 R-squared values ∑ (𝑦𝑖 − �̅�)(�̂�𝑖 − �̅̂�𝑖)
𝑛
𝑖−1

√∑ (𝑦𝑖 − �̅�)2𝑛
𝑖−1 √∑ (�̂�𝑖 − �̅̂�𝑖)

2𝑛
𝑖−1

 

 

 

3.1.  Dataset 

The entire dataset used to implement this prediction system is live on dataworld.org 

https://data.world/smithcalvin/nigeria-maize-yield/workspace/file?filename=data.xlsx and consists of many 

features including [24]. Region name, crop year, area (in hectares), yield (in tons), rainfall, relative humidity, 

and solar radiation as shown in Figure 1. Historical data of these parameters are saved in a file, and divided 

into two parts a part (80%) of the dataset was used for training the model and the other part (20%) was set aside 

for testing the model. 

 

 

 
 

Figure 1. Dataset 

 

 

3.2.  Machine learning algorithms 

The problem to be solved in this study required a regression technique which is a modeling task that 

involves predicting a numeric value by given input. The following algorithms are therefore considered based 

on their individual qualities as specified. 

− RF: is the most popular and powerful supervised machine learning algorithm and it is capable of solving 

both classification and regression problems [25]. Overfitting (which occurs when there are so many false 

positives) of the training set is not an issue [26]. 

− AdaBoost regressor: this is a boosting approach used in machine learning as an ensemble method and helps 

to capture various non-linear correlations resulting in improved prediction accuracy on the problem of 

interest [27]. 

https://data.world/smithcalvin/nigeria-maize-yield/workspace/file?filename=data.xlsx
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− Extra tree regressor: this is a trees regression system with extremely randomized trees [27] that involves 

heavily randomizing both attribute and cut-point selections. 

− SGD: SDG is a quick and easy way to fit linear classifiers and regressors (SVM, LR) to convex loss 

functions. 

− Linear regression: LR is a model for determining the connection between input and output numerical 

variables that was established in the field of statistics [27]. 

 

3.3.  System architecture 

The system architecture is represented in Figure 2 and defines the conceptual model of the system in 

multiple views and structures. Figure 2 above shows the architectural design of the proposed system for the 

project. The above architecture clearly explains the processes involve in achieving the crop yield and how all 

the components of the system communicate with one another, starting from data input to result. Following the 

processes contained by the architecture, the crop yield is being predicted by the proposed system.  

This architecture displayed user connection to the system and shows clearly how data is captured, the data is 

then preprocessed to remove every unwanted data such as NULL, and unwanted features. After preprocessing, 

the dataset is then divided into two. A part (80%) of the dataset as the training set and the other part (20%) as 

the testing set. The training set is used to train the model and the testing set to test the model. 

 

 

 
 

Figure 2. System architecture 
 

 

Then different machine learning algorithms are applied to build models, the models’ performances 

are then evaluated using different performance metrics. The best performed model is then passed to the 

implementation stage. The implementation phase contains the model of the best performed model and it takes 

inputs from the frontend which are processed within the phase. Yield output is being sent back to the frontend. 

The frontend phase is connected to a database, which allow for user registration and authentication. 

 

 

4. IMPLEMENTATION, REESULT, AND DISCUSSION 

The prediction system was implemented using python programming language. Jupyter platform was 

used for simulation. The dataset was preprocessed to remove all unwanted parameters, null variables, and also 

to convert string variables to numbers. The graphs below are to show the distributions, correlations, and 

relationships between some of the important parameters that mostly contributed to the prediction.  

Figure 3 depict the Lineplot of rainfall against production, it is a line plot of rainfall against production. 

The chart shows that an increase in rainfall leads to an increase in production. This means that rainfall is a 
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crucial parameter in crop yield. Figure 4, represents the bar chart of temperature against region. The chart 

shows that Kaduna has the highest average temperature, followed by Kano, Portharcourt, and Ibadan 

respectively. 

 

 

 
 

Figure 3. Line plot of rainfall against production 

 

 

 
 

Figure 4. Bar chart of region against temperature 
 

 

4.1.  Training set and testing set 

The data set was divided into two 80% of the data set for training data and the remaining 20% for 

testing. The algorithm for splitting the dataset is depicted in Figure 5. For the x-axis, the training set has a total 

of 83 rows and 8 columns while the testing set in total has 21 rows and 8 columns. Model development is 

shown in Figure 6. 
 

 

 
 

Figure 5. Splitting dataset 

 
 

Figure 6. Models’ development 
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4.2.  Performance evaluation on regression algorithms 

This problem requires regression technique, which is an unsupervised learning method. Various 

regression algorithms were used to build models. Some of these algorithms were used in existing literature. 

Five regression algorithms were used for the study. These algorithms are RF, SGD, ExtraTree regressor (ETR), 

AdaBoost regressor, and linear regression. 

 

4.3.  Performance evaluation using performance metrics 

Performance metrics used to evaluate models developed with regression algorithms are R2_score, 

MAE, MSE, MdAE, RMSE, and mean absolute percentage error (MAPE). Figure 7 shows performance of the 

various models employed in this study by means of R2_score. The highest attainable R2_score value is 1.0, 

the closer the value is to 1 the better the model. Figure 8 depict error metrics which are MAE, MSE, MdAE, 

RMSE, and MAPE of the five models. The lower the value of errors the better the performance of the algorithm. 

 

4.4.  Discussion of findings 

The result from the performance evaluation of the selected algorithms shows that SGD has performed 

a lot better compared to others. It has a higher R2_score and has lower values of errors compared to other 

algorithms. Therefore, SGD was selected among others to implement the prediction system. 

Figure 7 depict R2_score performance metrics and also shows that the ExtraTree regressor has a better 

R2_score compared to linear regression. But the performance evaluation of both algorithms using error metrics 

as represented in Figure 8 shows that linear regression has lower MAE, MdAE, and MAPE compared to 

ExtraTree regressor. While ExtraTree regressor has lower MSE and RMSE compared to linear regression. 

Therefore, if an algorithm has a higher R2_score does not mean the algorithm is better compared to others. 

When selecting the algorithm to adapt for a project, the algorithm should not be evaluated based on R2_score 

performance alone, different error metrics should also be put into consideration. 

 

 

 
 

Figure 7. R2_score performance metric 

 
 

Figure 8. Error metrics 

 

 

4.5.  Crop yield prediction system 

The prediction system was implemented using python programming language as depicted in  

Figure 9. The prediction system is then connected to a web interface for efficient usage. The algorithm used to 

build the model for the CYPS is SGD. The prediction system is a python code (predictor.py) that allows the 

entering of new inputs. These inputs supplied are collected by the model built which is capable of processing 

additional data to make predictions. 

The prediction system processes the supplied data, predicts the value of y (crop yield), and then 

displays the predicted result of expected production. For easy usage of the prediction system by the users, the 

python code (the prediction system) is then connected to a web-based frontend through which users will be 

able to interact with the prediction system effectively. The frontend is developed with PHP, HTML, JavaScript, 

and CSS. To use the system users are required to have register and login successfully into the system. If this is 

not satisfied, users are redirected automatically to the login page (Figure 10). The registration and login page 

are designed such that input errors are handled. 

The form on Figure 11 is required to be filled by the user to make a prediction. This form is designed 

such that the predict button remains disabled until all input boxes are filled. The prediction result is displayed 

on a modal box (Figure 12) which pops up immediately after the predict button is clicked. It is required the 

user wait for some seconds for the system to process the data supplied and display the result. 

There is a save button on the result page that allows users to save the prediction output to their system. 

The result is downloaded and saved on the user system as a txt file. The user is expected to enter a name of 

which the file will be saved, and the name is required to end with “.md” or “.txt”. 
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Figure 9. The prediction system 

 

 

 
 

Figure 10. Login 

 

 

 
 

Figure 11. Input form 
 

 

 
 

Figure 12. Prediction result 
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5. CONCLUSION 

This project is undertaken using machine learning algorithms and to evaluates the performance of RF, 

SGD, ExtraTree regressor (ET), AdaBoost regressor, and linear regression. In the developed models, among 

all the five algorithms, SGD has shown great ability in predicting the yield of crops compared to other models. 

It has the lowest value of errors and highest value of R2-score. The implementation of this system (CYPS) will 

aid in the betterment of this country’s agriculture practices. It may also be used to help farmers minimize their 

losses and increase crop yields in order to increase their capital in agriculture. To aid the country’s agricultural 

progress, the approach might be strengthened by integrating it with other sectors such as horticulture, 

sericulture, crop disease prediction, smart irrigation system, crop selection, storage system and so on. To 

summarize, this research has the potential to transform agriculture by offering farmers, policymakers, and other 

stakeholders’ practical insights that will boost productivity, profitability, and resilience to shifting market and 

environmental conditions as its contributions. In future, farmers can be empowered to make prompt and well-

informed decisions by utilizing predictive analytics to develop real-time monitoring systems and decision 

support tools. In order to support adaptive management practices in agriculture, future work can concentrate 

on integrating crop yield predictions with practical recommendations, automated alerts, and interactive 

interfaces. 
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