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 The use of artificial intelligence (AI) systems is significantly increased in the 

past few years. AI system is expected to provide accurate predictions and it 

is also crucial that the decisions made by the AI systems are humanly 

interpretable i.e. anyone must be able to understand and comprehend the 

results produced by the AI system. AI systems are being implemented even 

for simple decision support and are easily accessible to the common man on 

the tip of their fingers. The increase in usage of AI has come with its own 

limitation, i.e. its interpretability. This work contributes towards the use of 

explainability methods such as local interpretable model-agnostic 

explanations (LIME) to interpret the results of various black box models. 

The conclusion is that, the bidirectional long short-term memory (LSTM) 

model is superior for sentiment analysis. The operations of a random forest 

classifier, a black box model, using explainable artificial intelligence (XAI) 

techniques like LIME is used in this work. The features used by the random 

forest model for classification are not entirely correct. The use of LIME 

made this possible. The proposed model can be used to enhance 

performance, which raises the trustworthiness and legitimacy of AI systems. 
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1. INTRODUCTION 

The use and need for machine learning (ML) models especially explainable artificial intelligence 

(XAI) deals with development and implementation of artificial intelligence systems and machine learning 

models that can provide understandable and interpretable justification for predictions and decisions [1]-[3]. 

The goal of XAI is to fill the gap between the black-box nature of many AI algorithms and the need for 

transparency, accountability, and trust in AI systems, particularly in critical domains like healthcare, finance, 

and autonomous vehicles [4], [5]. 

Some key features of explainable AI: interpretability: XAI models are more interpretable by 

humans. The inner workings of the AI model are understandable and transparent, allowing users to 

comprehend why a particular decision or prediction was made. Transparency: Transparent AI models provide 

clear and comprehensible information about how they arrive at their conclusions. This involves exposing the 

model's architecture, data used, and the weights or features that had the most influence on a decision. 

https://creativecommons.org/licenses/by-sa/4.0/
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Contextual Explanation: XAI systems consider the context of a specific decision or prediction. They explain 

not only what the model decided but also why it made that decision within the given context. User-Friendly 

Explanations: XAI provide explanations in a manner that is understandable to the end-users, who may be 

new to the AI or ML systems. This often involves using natural language explanations, visualizations, or 

other intuitive methods. Local vs. Global Explanations: XAI can provide explanations on both a local and 

global level. Local explanations deal with model's decision for a single data point, where global explanations 

deal with model behaves across the entire dataset. Model Agnostic Approaches: XAI is not tied to specific 

machine learning algorithms. They are applicable to a wide range of models, including deep neural networks, 

decision trees, random forests, and more. Regulatory Compliance: In many industries such as healthcare and 

finance AI systems used to provide explanations for their predictions. XAI helps companies to comply with 

these regulations while maintaining model performance. Bias and Fairness: XAI is also used for detecting 

and removing bias in AI models by explaining the factors that contribute to biased decisions. This helps in 

making AI systems fairer and more equitable. Debugging and Improvement: Explainable AI aid in debugging 

and improving AI models. By understanding how models work and where they make errors, developers can 

refine their models more effectively. Human-AI Collaboration: XAI is essential in facilitating collaboration 

between humans and AI systems. When humans can understand and trust AI, they are more likely to work 

alongside it in various tasks [6]-[8]. 

There are various techniques and methods for achieving explainability in AI, including feature 

importance analysis, model-agnostic interpretability tools (e.g., LIME), rule-based systems, attention 

mechanisms, and more. The selection of technique depends on the application, and the level of explainability 

required [9], [10]. Explainable AI is a rapidly evolving field, and ongoing research continues to advance our 

understanding of making AI systems more transparent, interpretable, and accountable for their decisions [11]. 

The term Black Box describes a system that can be defined in terms of its input and output without 

knowing the internal workings of the system, most like the machine learning models that are used on regular 

basis [12]. AI systems provide a solution without providing the reason for the solution. This black-box nature 

of the solution causes significant distrust among the everyday user and even developers of that system [13]. 

It is crucial to know why a particular model makes a specific decision in order to retain its reliability 

and to further increase the strength of the model. Here explainability comes into the picture. Model 

Explainability facilitates the debugging process, bias detection, and increasing trust toward the results of the 

AI system [14]. 

With the increasing significance of artificial intelligence in the day-to-day world, it is crucial that 

the trust between the system and its user also increases. One way this is possible is if the user understands the 

output produced by the AI system i.e. the user can interpret how and why a particular decision was made by 

the AI system [15]. This can be done by the use of explainable AI systems. The significance of this research 

is to understand the working of the explainable AI methods and to understand the research gaps that are 

present in this field of study [16]. The rest paper is organized in three main sections including method, result 

and discussion, and conclusion as given in subsequent part of this paper. 

 

 

2. METHOD 

2.1.  Literature review 

This section provides a detailed literature review of the recent work available in the domain of the 

explainable artificial intelligence. The purpose of the literature review is to know the depth of work form the 

literature in the domain of the explainable artificial intelligence. The literature review focused on 

methodologies used and limitations of existing work. 

Schwalbe and Finzel [17] described that many terminologies have been developed in the field of 

explainable artificial intelligence (XAI). As the XAI methods are growing, taxonomy methods are also 

needed by the practitioners to select right method for any specific context. Multiple varying taxonomies are 

found in the literature which have different focus and overlapping also on some points. Authors claimed to 

present complete taxonomy of methods related to XAI. The survey about foundation for context sensitive 

research is provided by the authors which is useful for researchers and practitioners. 

Amjad et al. [18] stated that importance of AI systems for decision support is increasing day by day. 

Use of black box approach in AI has been raised, so it is important to understand how AI systems are 

involved in decision making. In clinical decision support systems, natural language processing has been used 

to extract information from textual data. The concept of ‘Explainability’ is more important in the decision 

making as compared to black box approach. The authors mainly focused the area of medical databases to find 

use of Explainability components. Authors concluded that, the attention mechanism is the most dominant 

approach for Explainability. The attention mechanism used by different researchers is different. The graphing 

and hybrid techniques are emerging trends of Explainability. 
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Buijsman [19] explained that explainable artificial intelligence (XAI) is useful to understand black 

box algorithms. Explanation includes characteristics of counter factual cases. In artificial intelligence the 

generalization with more features leads to wide scope and better accuracy. This definition of XAI helps to 

identify characteristics of a good explainable AI. Authors provided a clear definition of explanation and 

explanatory depth in the context of explainable artificial intelligence (XAI). The manipulation definition of 

explanation from the philosophy of science, which holds that an explanation consists of a generalization that 

reveals what happens in counterfactual instances, provides good solutions to these problems. The account 

maintains that a generalization with more abstract variables, a bigger scope, and/or greater accuracy is 

preferable in terms of explanatory depth. The author aims to help define what a decent explanation for AI is 

by applying these concepts and contrasting them with alternative definitions in the XAI field. 

Danilevsky et al. [20] described that there are advances happing in explainable models but those are 

leading to less interpretable models. The authors discussed the main categorizations of explanations and ways 

to visualize it. The operations and Explainability techniques to generate explanations for natural language 

processing (NLP) model predictions are also discussed by the authors. White box models, such as rule-based 

models and decision trees, are still used but are less frequently presented as interpretable or explicable, and as 

a result, they are not the main force behind the field's current trajectory. These techniques are used as 

resources for community model development. The gaps in the current system are identified to fix direction of 

the future work. 

Saranya and Subhashini [21] discussed that the AI simulates human intelligence to solve real life 

problems. Machine learning and deep learning algorithms can be used to predict the outcome more accurately 

without human intervention. Explainable artificial intelligence models provide explanation for the decisions 

and predictions. XAI strive to increase transparency, reliability, and accountability of various public systems. 

Balkır et al. [22] stated explainable artificial intelligence (XAI) methods are often used to detect, 

measure, and mitigate bias in machine learning models. The exact methods to reduce biases are not specified 

in details. The authors focused to identify current practices in which explainability methods are applied to 

find biases. The trend of explainability and fairness in natural language processing (NLP) research also 

reviewed by the authors. There are many challenges while applying explainability to increase the fairness of 

NLP models. 

Neely et al. [23] discussed the concept of “attention as explanation” in natural language processing. 

The attention-based explanation is not much corresponding to the techniques of feature attribution. The 

transformer-based model is not having significant correlation with any of the theoretical method. The authors 

contend that the evaluation of attention-based explanations should no longer be based on rank correlation. 

Testing different explanation techniques and having human intervention to ascertain whether the explanations 

are in line with human insight for the specific use case at hand is more important. 

Saeed and Omlin [24] stated that the artificial intelligence (AI) has advanced significantly in the last 

decade. As a result, algorithms were used to solve a wide range of issues. This achievement has come with 

the cost of using opaque, black-box AI models and increased complexity of the models. Explainable AI 

(XAI) has emerged as a solution to this demand, with the goal of increasing AI transparency and accelerating 

its adoption in crucial sectors. Authors divided methodical meta-survey into two themes regarding XAI's 

problems and potential future research areas. It is mainly based on the broad XAI research challenges and 

directions in the form of design, development, and deployment phases of the machine learning life cycle. 

Arrieta et al. [25] provided a comprehensive overview of the field of explainable AI (XAI). The 

authors reviewed the XAI literature and discussed taxonomy of recent contributions pertaining to the 

explainability of various Machine Learning models. The models those aiming at Deep Learning techniques 

for which a second taxonomy is established. This existing study is used to provide context for a number of 

difficulties that XAI faces. The impasse between data fusion and explainability is also discussed. The authors 

predictions point to the idea of "Responsible Artificial Intelligence" which is a paradigm for the extensive 

application of AI methods in actual businesses that has impartiality, model explainability, and accountability. 

Chi and Liao [26] proposed a system which uses quantitative argumentation to detect fake news on 

social media. The system is designed to be automated and explainable. It means that it can provide a clear 

explanation of how it arrived at its decision. The authors used a dataset of fake news articles and real news 

articles to train the system. The system uses a set of features to represent each article, such as the number of 

words, the number of sentences, and the number of named entities. The system exhibits superior 

interpretability and transparency when compared to machine learning techniques, and it may leverage data 

knowledge more effectively than other argumentation-based approaches. The technique of machine learning 

algorithms is based on quantitative reasoning can produce competitive or greater performance compared to 

another pure machine learning. The explanation model offers a means of refining the algorithms when certain 

issues are found. The authors constructed an argumentation graph, which is used to evaluate the credibility of 

each article. 
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Islam et al. [27] described a systematic literature review (SLR) on the recent developments of 

explainable artificial intelligence (XAI) methods and evaluation. The review found that visual explanations 

are more appealing to end users. Strong evaluation metrics are being developed to critic the quality of 

explanations, and XAI methods are mainly established for safety-critical domains. Care need to be taken to 

produce explanations for common users from delicate fields like banking and the legal system. 

Table 1 summurises the reviewed literature, the title of the paper, author, methodology, and remarks 

are the attributes of the table. The methodology focuses on the key techniques and/or algorithms used in each 

of the paper. The remarks describe the advantage/disadvantages of the work presented in each of the paper. 

The summary of literature review is used to find the gap in the existing work. 

 

 

Table 1. Summary of literature review 
Sr. No. Title Author Methodology Limitation 

1 A comprehensive taxonomy for 

explainable artificial intelligence: a 

systematic survey of surveys on 

methods and concepts 

Schwalbe and Finzel 

[17] 

Context sensitive 

research. 

Main focus on literature 

review. 

2 
Attention-based explainability 

approaches in healthcare natural 
language processing 

Amjad et al. [18] 

Attention mechanism, 
natural language 

processing (NLP) to 

extract information. 

Attention mechanism is 

not discussed in details. 

3 
Defining explanation and explanatory 

depth in XAI 
Buijsman [19] 

Artificial intelligence 

with generalization. 

Implementation of 

generalization is not 
specified. 

4 A survey of the state of explainable AI 

for natural language processing 

Danilevsky et al. 

[20] 

Explanations with NLP 

models. 

NLP model description 

not explained in details. 
5 A systematic review of explainable 

artificial intelligence models and 

applications: recent developments and 
future trends 

Saranya and 

Subhashini [21] 

Machine learning and 

deep learning. 

algorithm description is 

missing. 

6 Challenges in applying explainability 

methods to improve the fairness of 
NLP models 

Balkır et al. [22] 
Explainability methods 

like LIME and SHAP. 

No implementation-

based work. 

7 A song of (Dis)agreement: evaluating 

the evaluation of explainable artificial 
intelligence in natural language 

processing 

Neely et al. [23] 
DeepSHAP and 

GradSHAP, LIME. 
Uncertainity against the 

assumption 

8 Explainable AI (XAI): a systematic 
meta-survey of current challenges and 

future opportunities 

Saeed and Omlin 

[24] 
Black-box AI model. 

Main focus on literature 

review. 

9 Explainable artificial Intelligence 
(XAI): concepts, taxonomies, 

opportunities and challenges toward 

responsible AI 

Arrieta et al. [25] 
Machine learning and 

deep learning. 

Algorithm description is 

missing. 

10 A quantitative argumentation-based 

Automated eXplainable decision 

system for fake news detection on 
social media 

Chi and Liao [26] Machine learning. 
Algorithm description is 

missing. 

11 A systematic review of explainable 

artificial intelligence in terms of 
different application domains and tasks 

Islam et al. [27] 
Visual explanations, 

evaluation metrics. 

Main focus on literature 

review. 

 

 

The summary of literature survey described in the Table 1 leads to the conclusion that, most of the 

research performed in the domain of explainable artificial intelligence XAI is survey based and a smaller 

number of articles are with full proof implementation. The dataset used for research works is not significant 

and it is possible that the data used is noisy and biased. Sufficient work with complete implementation is not 

available in the domain of explainable artificial intelligence and hence it is not widely used even though it 

has been many years since its introduction. 

 

2.2.  Working 

The Figure 1 shows the proposed architecture of the system developed by the authors. The 

architecture mainly includes following steps. The architecture is mainly divided in three parts. The first part 

includes data collection and preprocessing. Second part deals with NLP techniques and machine learning 

models. The third and last part deals with model accuracy, LIME and results. 
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2.2.1. Data collection 

This step is responsible to choose appropriate dataset and searching for viable source to find the 

dataset. This work has used IMDB dataset. There are multiple steps one must consider before performing 

data collection such as, Type of data required: In this research project for sentimental analysis textual data is 

required. Size of data required: A suitable amount of data is required for the training and testing process i.e. 

somewhere between 40,000 and 70,000 records to perform sentimental analysis. The dataset needs 80% 

records for training and 20% records testing set i.e. around 40,000 records in training set and 10,000 records 

in the testing set. Reliability of data: Irrelevant data can hinder the analytical process of the research project 

hence it is required to understand the data before using it. This project is checking reliability of data before 

using it. The IMDB dataset is standard as well as reliable. 

 

2.2.2. Data pre-processing 

This step involves preparing the dataset to be passed on machine learning models for the analytical 

process. This step involves multiple data pre-processing techniques are viz Tokenization, removing stop-

words, removing bold texts, removing special characters, stemming, normalizing training and testing set etc. 

Pre-processing phase generates output for the main processing phase. 

 

2.2.3. NLP techniques 

NLP techniques are used to modify textual data into algorithm-suitable data. The steps involved in 

this process are bag of words, term frequency-inverse document frequency (TF-IDF), Pad Sequencing. These 

techniques are used to process the input data to produce the results. 

 

2.2.4. Machine learning models 

Machine learning techniques are used to perform classification process over the dataset. The main 

techniques of machine learning used are Logistic regression, Random Forest classification, Bidirectional-

Long Short-Term Memory. The machine learning models mainly deals with pre-processed data to produce 

the results in the form of predictions. 

 

2.2.5. Comparing model accuracy, LIME and results 

This step checks model accuracy of each machine learning model to determine which model 

performs best on the available dataset. The LIME procedures are used in this step to interpret and understand 

the predictions of a machine-learning models. This step displays the results in the form of findings of the 

LIME procedure. 

The proposed work uses three NLP techniques including bag of words, Term Frequency-Inverse 

Document Frequency, and Pad Sequencing. The use and significance of these algorithms is explained in this 

section. Also, the proposed work uses three machine learning algorithms including random forest classifier, 

logistic regression model, bidirectional LSTM. Working of these machine learning algorithms is also 

explained in this section. 

- Bag of words: The machine learning models cannot work directly on raw text data. The text data must be 

converted into machine readable format i.e. numbers. This technique is called feature extraction. bag of 

words (BOW) is one of the techniques of the feature extraction. Bag of words is a representation of 

occurrence of words in a document. The bag of words includes two things viz vocabulary of words, 

occurrence of words. The information of structure and order of the words is not maintained in the bag of 

words. This model is only concerned about known words in the document, not about the place of words in 

the documents. 

- Term frequency-inverse document frequency: It is technique to quantify words in a set of documents. 

This technique intended to show importance of a word in a document. The term frequency measures 

occurrences of word in a document. The term frequency is different for each word and document, it can 

be calculated as given in equation 1. The terminologies used to calculate term frequency are, t - words, d 

– documents, N – count of corpus, Corpus – total document set. 

 

TF(t, d) = Frequency of t in d/Total words in d (1) 

 

Document frequency measures importance of a document in a set of corpuses. Term frequency 

counts t i.e. terms (words) from the document whereas document frequency counts the frequency of the term 

t in a corpus N. Both the terms are measured and count is maintained separately. These term frequencies are 

used to understand context of a document. 
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Figure 1. System architecture 

 

 

- Pad Sequencing 

Pad sequencing ensures that all the sequences are of the same length. To make all the sequences of the 

same length padding 0 is done before each sequence till all the sequences become of the same length. The 

sequence length should of the longest sequence after padding zeros to minimum length sequences. 

- Random Forest Classifier 

To create a decision tree subset of datapoint and subset of features is selected. In the set of k records n 

record and m features are randomly selected. The decision trees are for each data sample individually. 

Every individual decision tree will create an output with respect to sample data. The final output of the 

decision tree is based on majority voting or classification. 

- If the features of the random forest algorithm are discussed, each individual tree is different with its own 

attributes and features. Every decision tree does not represent all features hence the feature space is 

reduced. Every tree is created independently with distinct data and attributes hence CPU parallelism can 

be used to build random forests. In random forest there is no need to separate data for training and testing. 

The stability of the result is ensured through majority voting and averaging.  

- Logistic Regression 

It predicts a probability that the object belongs to a certain class or not. The logistic regression involves 

following terminologies. Independent variable: Input variable used to find value of a dependent variable. 

Dependent variable: The output or target variable whose value is to be calculated. Logistic function: This 

is a relation between independent and dependent variable. Coefficient: A factors shows how independent 

and dependent variable relates each other. Maximum likehood estimation: The method used to estimate 

coefficient of logistic regression.  

- Bidirectional LSTM 

It is based on the concept of recurrent neural network (RNN). RNN is used for natural language 

processing and speech Recognition. RNN keep record of the sequence of data and data pattern to make 

predictions. The feedback loop is the key component of RNN which makes it different from rest neural 

network systems. The feedback loops share data to nodes and predictions are made accordingly based on 

gathered information. In this work the Bidirectional LSTM model is trained over 12 epochs and it is 

observed that with each epoch being trained the accuracy of Bidirectional LSTM increases whereas the 

loss decreases as shown in Figure 2. 
 
 

 
 

Figure 2. Bidirectional LSTM loss vs accuracy 
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3. RESULTS AND DISCUSSION 

Local interpretable model-agnostic explanations (LIME): It approximates Blackbox model to 

interpretable model to explain the predictions. The data is tested with Blackbox model to observe the output. 

The output is used as a model for sample weights with certain variations. The original data is corelated with 

newly trained explanation model. 

The proposed model is tested for different types of texts including positive and negative. The 

sentiments are analysed and percentage accuracy with different algorithms is calculated. This work is tested 

for the accuracy with different models, as per the results obtained the accuracy of random forest classifier is 

86.97%, the accuracy for logistic regression with bag of words model is 75.12 whereas for TF-IDF model is 

75. 

 

 

4. CONCLUSION 

This work shows that the bidirectional LSTM algorithm has more accuracy for sentiment analysis. 

The features used by random forest model for classification are not much accurate. The XAI technique such 

as LIME demonstrates the working of a black box model such as random forest classifier. The use of LIME 

increases accuracy of sentiment analysis. Thus, the explainability helps in better understanding a model and it 

can be used to improve the model performance which in turn increases the reliability and credibility of the AI 

systems. In future the explainability techniques such as SHAP can be implemented over various machine 

learning models. 
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