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 In recent years, the study of a single image super-resolution (SISR) is crucial 

to improving image resolution and using hardware technology to improve 

image resolution. SISR is widely used in satellite remote sensing, video 
surveillance, and medical image processing because it mainly relies on deep 

learning algorithms to realize the conversion from low-resolution (LR) images 

to high-resolution images. It has the advantages of low cost, simple operation, 
and high efficiency. This paper proposes an image super-resolution method 

based on a generative adversarial network named text localization generative 

adversarial nets (TLGAN) model. The method is improved based on super-

resolution generative adversarial networks (SRGAN), and the batch 
normalization layer is removed, which significantly reduces the 

computational burden of the model. In TLGAN model, we used the transfer 

learning method to pre-trained the model on the large dataset ImageNet, and 

then apply the pre-trained model to the cartoon image data set animes to 
achieve image super-resolution. Experimental results report that the proposed 

method has the advantages of fast running speed and excellent visual 

perception of super-resolution images compared with bicubic interpolation 

and SRGAN method. 
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1. INTRODUCTION 

Image super-resolution (ISR) technology is a computer software technology that recovers a high-

resolution image from a low-resolution (LR) image or image sequence [1]. Generally, image super-resolution 

technology is divided into super-resolution restoration and super-resolution (SR) reconstruction. The single 

image super-resolution (SISR) is a computer software technology that recovers a high-resolution (HR) image 

from a LR image. The research of ISR is mainly divided into interpolation-based, reconstruction-based, and 

learning-based methods. Of course, ISR can also be achieved through hardware technology. The disadvantage is 

that the cost is too much, and the equipment accuracy requirements are rigorous. 

In recent years, more and more researchers prefer software-based ISR research, especially 

reconstruction-based methods. The main reason is that software-based image super-resolution technology has 

the advantages of high efficiency and low cost. Yang et al. [2] proposed the use of sparse coding to achieve 

ISR. Yang et al. [3] used the sparse prior features of image statistics to achieve the restoration of LR images 

to HR images. Timofte et al. [4] proposed an image super-resolution method based on fast sample anchor point 

proximity restoration. Chavez-Roman and Ponamaryov [5] tried to restore high-resolution images by 

https://creativecommons.org/licenses/by-sa/4.0/
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combining offline wavelet transfer and sparse representation. Although these methods are based on 

mathematical and statistical methods to achieve high-resolution image restoration, they have certain advantages 

under the current technical conditions. However, they are challenging to deal with the current image super-

resolution projects of large data sets. These methods have disadvantages, such as long model operation time 

and low accuracy of the high-resolution images obtained. 

In the past two decades, simulation research based on biological neurology has promoted machine 

learning development. By establishing a neural network model, the computer has a learning and thinking 

function similar to the human brain. Especially in past decade, the introduction of deep learning (DL) into 

computer vision has promoted a leap in graphics and image processing technology, and the ISR method based 

on DL has made remarkable achievements. Dong et al. [6] proposed an ISR algorithm named super-resolution 

convolutional neural network (SRCNN) based on a convolutional neural network (CNN). Although an image 

sensory evaluation method is proposed in SRCNN, the high-resolution image obtained has shortcomings such 

as artifacts and aliasing, and the visual effect is not ideal. Kim et al. [7] proposed a deep neural network (DNN) 

SR model named VDSR, which uses a deep recursive layer to achieve feature extraction. High-resolution 

recovery has achieved good results, but artifacts and aliasing still exist. Ledig et al. [8] proposed to achieve the 

SR of realistic scene based on a generative adversarial network (GAN) model named super-resolution 

generative adversarial networks (SRGAN). The SRGAN model uses a two-layer architecture, namely the 

generator and the discriminator. The generator generates the corresponding high-resolution image HR from the 

low-resolution image LR through continuous learning. The discriminator compares the HR with the original 

HR image GT, and if they are different, it is judged as false; otherwise, it is judged as real. The process of SR 

model training is the process of the game between the discriminator and the generator. As a result of model 

training, it is known that the HR image determined by the discriminator is actual. 

In this paper, transform learning generative adversarial network (TLGAN) model is proposed that is 

an ISR method based on transfer learning (TL). Based on the SRGAN model, we first remove the batch 

normalization (BN) layer of the SRGAN model, which helps reduce the computational burden of the computer. 

Secondly, inspired by migration learning, the proposed model is pre-trained with extensive data set ImageNet, 

and the model is saved. Thirdly, the pre-trained model performs image super-resolution reconstruction on the 

cartoon dataset Animes to obtain high-resolution animes images. Finally, super-resolution experiments were 

performed on the proposed model in three cartoon data sets. Experimental results indicates that the proposed 

method is superior to bicubic interpolation and SRGAN method, and has the advantages of short running time 

and sound visual effects of high-resolution images. Moreover, the image artifacts are reduced to a certain 

extent, the aliasing is eliminated, the texture is clear, and the visual effect is realistic and natural. As shown in 

Figure 1, the super-resolution images generated by TLGAN models. 

 

 

 
 

Figure 1. The image reconstructed by the TLGAN model is compared with the original and LR image 

 

 

The rest of this paper is structured as follows. In section 2, related work on ISR is introduced. Section 3 

presents the proposed method, including the model structure, parameter setting, and evaluation metric. The 

experimental process and results will be introduced in section 4. Section 5 summarizes the research work and 

gives future works. 

 

 

2. RELATED WORK 

ISR is a computer vision technology that improves the original image resolution through hardware or 

software. The process of obtaining a HR image from a series of LR images is called super-resolution 

reconstruction. The core idea of SR reconstruction is to exchange time-bandwidth (i.e., acquiring multiple 

frame image sequences of the same scene) for the spatial resolution to realize the conversion from time 
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resolution to spatial resolution. Using hardware methods to improve image resolution, usually using higher-

precision optical sensor originals, or increasing the shooting device's chip size, increasing image capacity, and 

improving image resolution [9], [10]. 

In recent years, the ISR method based on signal processing technology has been favored by 

researchers. This method is to obtain HR images from multiple observable LR images. In recent years, machine 

learning has used CNN algorithms to deal with image SR research and achieved astonishing results. Through 

the CNN, the LR image's feature information can be lifted and restored to generate the HR image. The HR image 

generated by the SRCNN model has artifacts, and aliasing. The model training time is extended. To solve the 

problems of SRCNN, researchers utilized GAN model in SR research [11]–[14]. This method means training the 

GAN model through paired LR-HR images, and using the trained model to establish the new HR images in a 

reconstructed way. The reconstructed HR image has realistic texture and natural visual effects. In addition, papers 

newly presented on image super resolution were dealt with in detail in [15]–[18]. 

 

 

3. TLGAN MODEL 

3.1.  Problem statement 

The goal of image super-resolution is to recover the correct HR image from the LR image. Here, Ix 

and Iy represent the degraded LR and HR images, respectively. The mathematical formula for generating LR 

from HR images is shown in (1). 

 

𝐼𝑥 = 𝐷(𝐼𝑦: 𝛿)  (1) 

 

D is marked as a degradation mapping function, and δ is marked as a degradation parameter, including scaling 

factor, and noise. Usually, only LR images are given during the image degradation process. Since the 

degradation process is unknown, the researchers can only recover a HR image 𝐼𝑦, and it is similar to the real 

HR image from the LR by establishing a model. This process is expressed by (2). 

 

𝐼𝑦 = 𝐹(𝐼𝑥: 𝜃) (2) 

 

here, F represents the SR model, and θ represents the parameter. 

Since the image degradation process is affected by image compression artifacts, anisotropic 

degradation, sensor noise and speckle noise, to take these factors that affect the degradation process into 

consideration, most researchers use down-sampling to establish a degradation model. The mathematical 

formula of the downsampling process is shown in (3). 

 

𝐷(𝐼𝑦; 𝛿) = (𝐼𝑦) ↓𝑠, {𝑠} ⊂ 𝛿  (3) 

 

In where, ↓s means that the scaling factor is s down-sampling operation. Since most of the SR algorithms are 

based on image texture, and the usual down-sampling operations use bicubic interpolation algorithms, these 

can achieve image super-resolution but still cannot get rid of the effects of artifacts. Inspired by these 

researchers, the centralized sampling method is usually combined to perform image degradation operations. 

This processing process is represented by mathematical formula, as shown in (4). 

 

𝐷(𝐼𝑦; 𝛿) = (𝐼𝑦 ∙ 𝑘) ↓𝑠+ 𝑛𝜍, {𝑘, 𝑠, 𝜍} ⊂ 𝛿         (4) 

 

Among them, Iy·k is marked the convolution operation of the blur kernel and HR image. nζ is marked the added 

white Gaussian noise which standard deviates from ζ. Compared with (3), (4) is closer to reality. The HR image 

produced by (4) has a more natural visual effect compared with (3). Therefore, a more practical mathematical 

expression for super-resolution is as in (5). 

 

𝜃 = arg min
𝜃

𝐿(𝐼𝑦, 𝐼𝑦) + 𝜆𝛷(𝜃)   (5) 

 

In where, 𝐿(𝐼𝑦, 𝐼𝑦) is marked the loss function between the generated HR 𝐼𝑦 and the real image Iy, Ф(θ) 

represents regular term, and λ represents equalization parameter. Most loss functions are measured by pixel-

by-pixel loss. Therefore, in order to enhance the robustness of the model, multiple loss functions are adopted. 

In the SRGAN model, the pixel-by-pixel loss is usually used to measure an image loss rate. 
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3.2.  Network structure 

The core of the SR algorithm that generates the adversarial network is reconstructing a HR image Iy 

from the input LR image Ix. In model training, such Ix and Iy appear in pairs; that is to say, Iy obtains Ix through 

convolution kernel and Gaussian noise degradation, and it is usually performed by down-sampling. Since the 

GAN network is mainly composed of generator G and discriminator D, as described by Ledig et al. [8], this 

paper defines generator G and reconstruct an SR image by parameter θG. The determiner D is defined, and the 

parameter θD determines the authenticity of the generated image. Therefore, the final GAN network is marked 

as the maximum and minimum problem, and the mathematical expression is shown in (6). 

 

min
𝜃𝐺

max
𝜃𝐷

𝑉(𝐷, 𝐺) = 𝐸𝐼𝑦∽𝑃𝑡𝑟𝑎𝑖𝑛(𝐼𝑦) [log (𝐷𝜃𝐷
(𝐼𝑦))] + 𝐸𝐼𝑥∽𝑃𝐺(𝐼𝑥) [log (1 − 𝐷𝜃𝐺

(𝐼𝑥))]   (6) 

 

In the following section, the mathematical representation of the SR mechanism for a single image will 

be briefly introduced. Then we will illustrate the structure of our model based on transfer learning in detail, 

including loss function, activate function, and evaluation metric. In the GAN network, a particular sensory loss 

function is marked as LSR, which is mainly adopted to calculate the content loss and counter-loss in the image 

reconstruction process. The generation process of SR loss LSR is shown in (7). 

 

𝐿𝑆𝑅 = 𝐿𝑐𝑜𝑛
𝑆𝑅 + 𝛾𝐿𝑎𝑑𝑣

𝑆𝑅       (7) 

 

In the GAN model, the content loss is mainly calculated based on the pixel-by-pixel to compensate 

for the lack of content caused by mean square error (MSE). The content loss is generally obtained by calculating 

the Euclidean distance between the features of the real image Iy and the reconstructed image 𝐺𝜃𝐺
(𝐼𝑥). The 

mathematical expression of content loss is shown in (8). 

 

𝐿𝑐𝑜𝑛
𝑆𝑅 =

1

𝑊𝑖𝑗𝐻𝑖𝑗
∑ ∑ (∅𝑖𝑗(𝐼𝑦)

𝑥𝑦
− ∅𝑖𝑗 (𝐺𝜃𝐺

(𝐼𝑥))
𝑥𝑦

)
2

𝐻𝑖𝑗

𝑦=1

𝑊𝑖𝑗

𝑥=1       (8) 

 

here, W and H are marked as the width and height of the image, respectively. (i, j) represents the feature map 

dimension, and φij is marked as the feature map vector between the i-th pooling and the j-th convolutional layer. 

Based on the probability of the discriminator on all training images to a high-dimensional space, and 

generates a data distribution that is difficult for the discriminator to distinguish. The loss caused by this process is 

called adversarial loss, also known as the GAN loss. The mathematical expression adversarial loss is shown in (9).  

 

𝐿𝑎𝑑𝑣
𝑆𝑅 = − ∑ log (𝐷𝜃𝐷

(𝐺𝜃𝐺
(𝐼𝑥)))𝑁

𝑛=1      (9) 

 

Generally, in order to calculate the GAN loss, the initial weight parameter ϒ is set to le-3, so that when we 

minimize the adversarial loss, the generated adversarial loss is expressed as log (𝐷𝜃𝐷
(𝐺𝜃𝐺

(𝐼𝑦))). The advantage 

of this is that it can enhance gradient descent during initial training and accelerate model convergence. 

 

3.3.  Activate function 

In the original SRGAN model, the generator is mainly composed of convolutional layer, batch 

normalization (BN) [19] layer, and activation function. The purpose of the BN operation is to regularize the 

size of the model input unit, avoid gradient disappearance or gradient explosion, and accelerate model training 

process. However, although the BN layer can normalize the image feature map and solve the problem of 

inconsistency in the input image feature map's size, compared to solving the classification problem, the BN 

operation appears to be inadequate in dealing with the image super-resolution problem. Therefore, in our 

model, we removed the BN operation and replaced it with a deep residual module. 

ReLU [20] is adopted as the activation function in the GAN network. However, the PReLU function 

is adopted as activation function in proposed model. The advantage of this is that in the model training process, 

the activation function can be adjusted according to the dynamic parameters in the training process so that the 

image can retain the most extensive feature map, thereby reducing the feature loss during the training process. 

The mathematical expression of PReLU is shown in (10). 

 

𝑃𝑅𝑒𝐿𝑈(𝑥𝑖) = {
𝑥𝑖      𝑖𝑓𝑥𝑖 > 0
𝑎𝑖𝑥𝑖  𝑖𝑓𝑥𝑖 ≤ 0

      (10) 
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The above represents the loss function of the proposed TLGAN model structure. The loss function is 

introduced in detail from a mathematical perspective, including setting the activation function. The TLGAN 

model structure diagram is shown in Figure 2. 

 

 

 
 

Figure 2. Proposed super-solution model architecture 

 

 

3.4.  Image qualify metric 

For the quantitative evaluation of experimental results, we use two commonly used evaluation 

indicators which are peak signal-to-noise ratio (PSNR) and structural similarity metrics (SSIM) [21]. PSNR is 

often used as a metric to objectively evaluate images. The definition of PSNR is as follow. 

Assume that I represents a clean image and K represents a noisy image of size m×n, the definitions of 

MSE and PSNR are shown in (11) and (12), respectively. 

 

𝑀𝑆𝐸 =
1

𝑚𝑛
∑ ∑ [𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)]2𝑛−1

𝑗=0
𝑚−1
𝑖=0          (11) 

 

𝑃𝑆𝑁𝑅 = 10 ∙ log10 (
𝑀𝐴𝑋𝐼

2

𝑀𝑆𝐸
)         (12) 

 

In where, 𝑀𝐴𝑋𝐼
2 represents the image maximum possible pixel value. Assume that each pixel is represented 

by 8-bit binary, the maximum value is 255. Normally, if the pixel value of an image is marked as T-bit, then 

𝑀𝐴𝑋𝐼
2 = 2𝑇 − 1. 

Of course, this method is to calculate the PSNR of the grayscale image. For color images, the PSNR 

of the three red, green, and blue (RGB) channels needs to be calculated, and then the average of their PSNRs 

is calculated. Finally, the PSNR value of the image can be objectively reflected. 

Another evaluation metric is SSIM, which is a metrics of two images similarity. In the calculation of 

SSIM, one image is uncompressed and undistorted, and the other is distorted. SSIM is a common indicator 

used to measure the structural similarity of two images, and its value range is [0,1]. The larger the value of 

SSIM is, the more similar the two images are. When the value of SSIM is 1, it means that the two images are 

the same. The SSIM is calculated by (13). 

 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦+𝑐1)(2𝜎𝑥𝑦+𝑐2)

(𝜇𝑥
2+𝜇𝑦

2+𝑐1)(𝜎𝑥
2+𝜎𝑦

2+𝑐2)
         (13) 

 

Among them, 𝜇𝑥 is marked as the average of x, 𝜇𝑦  is marked as the average of y, 𝜎𝑥
2 is maeked as the variance 

of x, 𝜎𝑦
2 is marked as the variance of y, and 𝜎𝑥𝑦 is marked as the covariance of x and y. 𝑐1 = (𝑘1𝐿)2, 𝑐2 =

(𝑘2𝐿)2 are constants used to maintain stability. L is marked as the dynamic range of the pixel value, usually 

k1=0.01, k2=0.03. 
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4. EXPERIMENT 

4.1.  Experimental environment 

In the actual experiment, the experimental platform we used was a workstation equipped with 

NVIDIA TITAN Windows 10 with Tensorflow and CUDA 11.0 [22], [23]. We use Python language to build 

models, and conduct model training and testing. In the experiment, the model visual geometry group 19 

(VGG19) [24] pre-trained on the large dataset of ImageNet [25]–[27] was used to extract image features, and 

the pre-trained model was trained and tested on Anime cartoon data. We verify the model robustness through 

the Simsons-characters and Anime-Face [28], [29] datasets. Table 1 shows the details of the dataset. 

 

 

Table 1. Detailed description of datasets 
Dataset Amount Avg. Res. Avg. Pix. Format 

ImageNet 143,1167 500×375 187,500 JPEG 
Simsons-charts 9,878 1280×720 921,600 PNG 

Anime-face 21,551 64×64 4,096 JPG 

 

 

4.2.  Experimental details 

In the experiment, the size of the LR image input by the proposed model is 64×64, the batch size is 8, 

and the HR image size is 256×256, all of which are color images. The model is performed by up-sampling, and 

the scale scaling factor of the bicubic interpolation method is X4. The initial learning is le-4, optimizer is Adam, 

and the number of training rounds is 500. The generator uses 16 residual blocks, the convolution kernel value 

is 3, the step value is 1, and ReLU is adopted to activation function. The activation function used by the 

discriminator is LeakyReLU, the momentum is 0.8, and the sigmoid function is used for classification. Before 

the image is sent to the model for training, data expansion techniques such as cropping and rotation are used 

to ensure the sufficient amount of model training data and avoid the phenomenon of non-convergence or over-

fitting due to too little data. The data normalization method is used to prevent the occurrence of gradient 

explosion and gradient disappearance problems. Following common practice, PSNR and SSIM metrics are 

adopted as evaluation indicators for the evaluation of model prediction results. Finally, the model training and 

prediction results are saved, and the evaluation scores of super-resolution images and the effective display of 

super-resolution images are compared. The training loss curve is shown in Figure 3. Figure 4 is the PSNR 

evaluation curve of the proposed model training. Figure 5 is the SSIM evaluation curve of the proposed model 

training. The comparison of super-resolution prediction results of the proposed model is shown in Figure 6. 

The super-resolution prediction results predicted by different methods on three different datasets are shown in 

Figure 7. Table 2 is a comparison of the super-resolution prediction scores of the TLGAN model. 

 

 

 
 

Figure 3. The trainling loss curve of the TLGAN model 
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Figure 4. TLGAN model training PSNR curve 

 

 

 
 

Figure 5. TLGAN model training SSIM curve 

 

 

4.3.  Experiment results analysis 

Analysis of model training results. The training result of model training is directly related to the 

prediction result, so model training is essential. The details of the evaluation of model training are shown in 

Figures 3 to 5. Figure 3 reveals that at the beginning of training, the losses of both the generator and the 

discriminator are relatively low and have large fluctuations. As the training progresses, it stabilizes after about 

50 iterations, the generator loss rate is about 0.40, and the determiner loss is about 0.39. Figures 4 and 5 are 

respectively the PSRN and SSIM of the SR and HR images generated by the model during the training phase. 

Figure 5 indicates that after 50 iterations of training, the SSIM numerical changes tend to be stable. These two 

evaluation indicators intuitively reflect the game process of the model training process generator and 

discriminator. 

The visual effect evaluation analysis of the super-resolution model. The comparison of the original images, 

LR, and SR images generated by the model during training is shown in Figure 6. Among them, Figure 6(a) is the 

image generated during the model training process, and Figure 6(b) is the SR image generated by the generator. 

From the perspective of naked eye vision, the resolution image generated by the TLGAN model is very close 

to the real image, including texture details of the generated SR image. Experiments indicating that the model 

training results are excellent. 

Robustness analysis of the TLGAN model. The prediction results of the TLGAN model on three 

different cartoon datasets are shown in Figure 7. At the same time, the prediction results of TLGAN, bicubic 
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interpolation method, and SRGAN model are shown in Figure 7. Among them, LR is the model input image, 

and HR is the high-resolution image of the original image. First of all, our proposed model super-resolution 

results perform best in the naked-eye visual sensory evaluation indicators of SR images, which are specifically 

reflected in the high definition, natural texture, and light of SR images. The SR image generated by the TLGAN 

model is very close to the HR image of the original image. 

However, experimental differences were noted in which the PSNR and SSIM indicators obtained by 

the bicubic interpolation method are generally higher in the three different data set tests, followed by the 

SRGAN method, and our model scores the lowest. Table 2 confirms this experimental result. The experimental 

results show that although our models' PSNR and SSIM scores are lower than the bicubic interpolation and 

SRGAN methods, the visual perception effect is the best. The super-resolution image obtained by our model 

can be close to the original HR image. This also representative that our model has better robustness in the 

prediction of cartoon characters' face super-resolution. 

 

 

  
(a) (b) 

 

Figure 6. Comparison of super-resolution samples reconstructed from the TLGAN model (a) is the image 

generated by the training process and (b) is the SR image during the test phase 

 

 

 
 

Figure 7. Sample evaluation results of the proposed model in different data sets 

 

 

Table 2. Test scores of the proposed TLGAN model in different datasets 
Dataset Bicubic SRGAN TLGAN 

PSRN (dB)/SSIM PSRN (dB)/SSIM PSRN (dB)/SSIM 

Anime-characters 21.4474/0.7800 19.8097/0.7289 19.9128/0.7493 

Simpsons-characters 19.6024/0.6769 18.8215/0.6155 17.0138/0.5933 

Anime face 24.6243/0.8471 23.2505/0.8121 19.9527/0.7720 

(a)

(b)

(a)

(b)

20.6423/0.7999PSNR/SSIM 19.0461/0.7638 21.9870/0.8372

PSNR/SSIM 21.0441/0.8073 19.9050/0.7826 18.3809/0.7508

PSNR/SSIM 29.6691/0.9494 27.3418/0.9243 22.5999/0.8477

LR HR Bicubic X4 SRGAN Ours
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5. CONCLUSION 

This paper proposed an ISR model based on GAN network that uses transfer learning inspiration to 

improve and optimize the primary network. First, optimize the basic generative adversarial network structure. 

For example, cut off the BN layer in the generator network, and use upsampling to extract image features and 

use the LeckyReLU activation function determiner network and Sigmoid to achieve classification. Secondly, 

an extensive data set ImageNet pre-training model VGG19 is used to extract high-frequency features of images, 

accelerate model convergence and prevent the occurrence of gradient disappearance and gradient explosion 

problems. Finally, data expansion methods such as image flipping and clipping are used to fully increase the 

number of training samples and prevent model overfitting. We applied the proposed model to the super-

resolution experiment of cartoon images, and carried out visual perception evaluation, PSNR and SSIM metric 

evaluation with the bicubic interpolation and SRGAN algorithm. Experimental results reveal that although the 

TLGAN model has low super-resolution PSNR and SSIM data in different data sets, it is best to evaluate visual 

perception. The super-resolution images produced by the proposed model have clear outlines and natural 

textures, which are almost close to the original high-definition images, which proves that the model has certain 

robustness. Since the PSNR and SSIM evaluation indicators of the models tested in different cartoon datasets 

are low, we think it may be caused by the uneven color distribution of cartoon images. In other words, it shows 

that the color of the input image is relatively single, and there is a partial monochrome phenomenon in the 

image. Therefore, we will use the proposed model for super-resolution research on real images to test the model 

prediction effect and portability in future work. 
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