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 One effort to reduce stunting rates is to predict stunting status early in 
toddlers. This study applies Naive Bayes (NB) to build a stunting prediction 

model because it is simple and easy to use. This study proposes a filter-based 

feature weighting technique to overcome the NB assumption, which states 

that each feature has the same contribution to the target. The frequency of an 
event in a dataset influences the feature weighting using mutual information 

criteria. This is the gap in the filter-based ranking highlighted in this study. 

Therefore, this study proposes a feature-weighting method that combines 

mutual information with the MOORA (MI-MOORA) decision-making 
method. This technique makes it possible to include external factors as 

criteria for ranking important features. For stunting cases, the external 

consideration for ranking purposes is the assessment of nutrition experts 

based on their experience in dealing with stunted toddlers. The MI-MOORA 
technique makes the availability of clean water the most influential feature 

that contributes to the stunting status. In the ten best features, the  

MI-MOORA ranking results are dominated by family factors. Based on the 

performance evaluation results of NB and other classifiers, MI-MOORA can 
improve the performance of stunt prediction models. 
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1. INTRODUCTION 

Stunting is a condition of malnutrition that starts in the womb. Stunting in children begins with 

weight loss due to a lack of calorie intake. When the lack of calorie intake is chronic, the growth rate 

decreases, leading to stunting [1]. The condition of stunted children is measured based on height-for-age  

Z-scores below −2 standard deviation (SD), and severely stunted conditions have height-for-age Z-scores 

below −3 SD. In 2022, the stunting prevalence rate in Indonesia is 21.6%, which decreased by 2.8% from 2021 [2]. 

Nevertheless, this number falls short of the World Health Organization (WHO) target of less than 20%. 

Chronic malnutrition in children can have an impact on cognitive development in childhood, such as 

low levels of intelligence, mental retardation, and the risk of developing degenerative diseases when they 

grow [3]. Evidence that stunting has a direct impact on future adverse outcomes is incomplete. Still, 

increasing evidence shows that stunting is a risk factor for impaired health, education, and economic 
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performance in the future [4]. Stunting and wasting are the dominant manifestations of malnutrition which 

have negative impacts and increase the risk of death [3]. 

The factors that cause stunting are complex, multifactorial, and interconnected [2]. According to the 

WHO, impaired growth and development in children are influenced by family and country. As stunting 

increases the likelihood of future harmful effects, preventive measures need to be implemented.  

The preventive measure discussed here is the early detection of stunting status at five through a prediction 

system based on risk factors. Machine learning is useful for forming prediction models to identify risk factors 

that together predict the stunting status of toddlers [5], [6]. 

Naive Bayes (NB) is a machine learning method widely used to build stunting prediction models. 

The NB classifier is a simple approach that exhibits low algorithm complexity and high algorithm 

performance [7], [8]. The inherent NB method assumes that each feature has the same level of influence on 

the target. Numerous NB techniques have been developed to address presumptions that are occasionally 

unrelated to actual cases. Previous research has carried out a feature weighting approach for NB 

improvement [9], [10]. 

The foundation of our research is the filter-based feature weighting for NB. The weighting scheme 

begins with a filter-based feature selection stage, and the metric score is then used as the feature weight 

value. The filter approach ranks the features based on specific measurement metrics. Filter-based feature 

weighting can use several measurement metrics, for example, mutual information (MI) [11], [12], F-criterion [13], 

and distance correlation coefficient [14]. The advantage of filter-based weighting, similar to feature selection, 

is that it does not depend on the classifier, so the computational cost is low [15]. However, this leads to a 

common weakness of filter approaches in that the performance of different classification methods varies 

when a selected subset of features is applied [15]. 

An important step in filter-based weighting is feature scoring, which evaluates the significance of a 

feature when developing a model. Improving NB through feature weighting requires selecting highly 

predictive features correlated with the class but not with other features. Regarding MI, a feature should have 

maximum relevance to the class and minimum redundancy with other features [11]. Based on this, we argue 

that feature scoring using MI is data-dependent. The state of the experimental data impacts the level of 

dependence between features and their relationship to the target. The MI score depends on the probability 

distribution of instances in the dataset. This paper presents a filter-based feature-weighting strategy using the 

multi-objective optimization by ratio analysis (MOORA) decision-making process. We propose feature 

scoring based on MI scores and incorporate external criteria, such as expert assessments based on experience 

or other relevant criteria. 

The contributions of this study are twofold. First, it introduces a straightforward and adaptable filter-

based feature scoring technique utilizing the MOORA approach, which allows the inclusion of assessment 

criteria to determine important features, called MI-MOORA. Second, the feature selection method employs 

the preference value as a measurement metric. The remainder of this paper is structured as follows: section 2 

details the methodology, including an explanation of the experimental data, thorough preprocessing 

instructions, and the recommended technique stages. In section 3 presents and discusses the results obtained 

from several test cases conducted to demonstrate the effectiveness of the proposed strategy. Finally, 

conclusions and recommendations based on the findings are provided in the last section. 

 

 

2. METHOD 

Figure 1 shows the entire stages of this research. The aim is to obtain an NB model for predicting 

stunting risk factors with good performance. The MI-MOORA weighting method is proposed to achieve this 

goal. A feature selection scheme is applied before the NB classifier and other classifiers are employed for 

prediction. The best model is obtained based on performance evaluation. 
 

 

 
 

Figure 1. Research methodology 
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2.1.  Data description 

The research data was gathered from two distinct sources. The first source was secondary data 

collected in 2020 from community health centers (Posyandu) in East Surabaya, Indonesia. This dataset 

provided foundational information for the study. The second source involved a questionnaire administered at 

the Posyandu observation site in 2023. The questionnaire was structured based on variables derived from the 

first dataset. The respondents in this study were mothers with toddlers. Table 1 provides an overview of the 

observed variables, which total 27 factors. There were 121 data rows gathered and categorized into three 

classes: 71 rows were classified as normal, 32 as short (indicating stunting), and 18 as very short (indicating 

severely stunted). These categorizations were essential for analyzing and understanding the factors 

contributing to toddler growth and development within the studied population. 

 

 

Table 1. Overview of observed variables related to stunting data 
No. Feature Description Type 

1 Father’s last education Father’s highest level of education Discrete 

2 Father’s occupation Activities that fathers do to earn a living Discrete 

3 Smoker dad Father’s smoking habit Discrete 

4 Mother’s last education Mother’s highest level of education Discrete 

5 Mother’s job Activities that mothers do to earn a living Discrete 

6 Maternal age at pregnancy Age at birth Continuous 

7 Monthly household income Income received by the household, whether from the head of 

the household or other household members 

Discrete 

8 Type of delivery method Method of childbirth used by the mother (normal/cesarean) Discrete 

9 Age Toddler’s age when measured Continuous 

10 Gender Toddler’s gender  Discrete 

11 Birth weight Toddler’s weight at birth (kg) Continuous 

12 Birth height Toddler’s height at birth (cm) Continuous 

13 Birth number Birth order in the family Continuous 

14 Early initiation of breastfeeding The process of initiating breastfeeding within 1 hour after the 

baby is born 

Discrete 

15 Exclusive breastfeeding Provide only breast milk to toddlers as their sole source of 

nutrition for the first 6 months after birth, without additional 

food or drink 

Discrete 

16 Length of exclusive breastfeeding Duration of exclusive breastfeeding (month) Continuous 

17 UAC Upper arm circumference measurement to assess the 

nutritional status of toddlers 

Continuous 

18 HC Head circumference and crown size are used to assess a 

child’s growth and development, reflecting the size and 

growth of their brain 

Continuous 

19 Immunization status History of receiving basic immunization according to 

Ministry of Health programs (complete/no) 

Discrete 

20 Toddler caregiver The caregiver responsible for the toddler Discrete 

21 Go to “Posyandu” regularly Toddlers are routinely brought to Posyandu (a facility 

providing maternal and child health services) to monitor their 

growth and development 

Discrete 

22 Frequent illnesses Congenital diseases in toddlers that frequently recur Discrete 

23 Availability of drinking water The availability of clean drinking water in the surrounding 

environment 

Discrete 

24 The presence of any family member 

smoking in the house 

The presence of smokers within the family Discrete 

25 Availability of clean water The quality of clean water in the surrounding environment Discrete 

26 Daily fruit and vegetables consumption The frequency of food and fruit consumption Discrete 

27 Stunting status Stunted, Severely Stunted, or Normal Discrete 

 

 

2.2.  Data preprocessing 

The preprocessing stage is crucial for overall data analytics. It involved verifying missing values 

and encoding. Missing values often occurred due to respondents’ unfamiliarity with the requested 

information in the instrument. Psychological factors toward their partners also influenced mothers of 

toddlers, leading them to omit answers to certain questions. These blank data were imputed using the K-

nearest neighbors (KNN) imputer, which fills missing data by considering other features and selecting the 

closest value from the dataset. 

Encoding involves treating discrete data features. This procedure was manually performed by 

grouping each category. Continuous data features were handled differently. In the NB classification 

procedure, probabilities were calculated using a Gaussian distribution. 
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2.3.  MI-MOORA algorithm 

This section is part of the proposed feature-weighting method. The two primary processes are  

MI-based feature selection and ranking using MOORA. The proposed algorithm will be presented at the end 

of this section. 

 

2.3.1. Feature selection based on mutual information 

MI-based feature selection is based on probability theory. MI measures the reciprocal relationship 

between two random variables. Using MI, the uncertainty of one variable can be decreased by presenting data 

from other variables [16]. Consider two random variables X and Y, with MI denoted as 𝐼(𝐼,𝐼), given by (1) [16]: 

 

𝐼(𝑋, 𝑌) = ∑ 𝑝(𝑥, 𝑦) log (
𝑝(𝑥,𝑦)

𝑝(𝑥)𝑝(𝑦)
)𝑥,𝑦  (1) 

 

where p (x, y) is the joint probability distribution of X and Y. The symbols p (x) and p (y) represent the 

marginal distributions of X and Y, respectively. 

Feature relevance is determined by the degree of MI between the feature and the target class.  

From (1), the MI score of the k-th feature, 𝐼(𝑋𝑘), is given by (2): 

 

𝐼(𝑋𝑘) = 𝐼(𝑋, 𝐶) (2) 

 

where C is the target class. The 𝐼(𝑋𝑘) score becomes the basis for ranking key features in determining the 

target class. The higher the 𝐼(𝑋𝑘) score, the higher the relevance of the feature to the class. The feature with 

the highest 𝐼(𝑋𝑘) score is then selected by applying the best k-feature selection threshold to determine the 

combination of features that best represents the model. 

Feature redundancy is measured by the magnitude of the reciprocal relationship between features. 

The higher the 𝐼 score between two features, the higher the degree of feature redundancy. A good 

generalization model in machine learning is indicated by a small level of redundancy between features [17]. 

If there are m features in a dataset, the average level of redundancy of a feature relative to other features, 

𝑅(𝑋𝑘), is determined using (3): 

 

𝑅(𝑋𝑘) =
1

𝑚−1
∑ 𝐼(𝑋𝑘, 𝑋𝑖)𝑚

𝑖 = 1
𝑘≠𝑖

 (3) 

 

2.3.2. Feature weighting by nutrition experts 

Stunting cases have become a significant focus of the Indonesian government over the last decade. 

The government has appointed nutritionists to directly handle toddlers and children with stunted status in the 

field. The experience of these nutrition experts is valuable in identifying risk factors for stunting. Their 

evaluations provide crucial insights into the various factors contributing to stunting. 

The assessments made by stunting nutrition specialists serve as an important input in determining 

the weighting of characteristics that are risk factors for stunting. To gather these insights, questionnaires were 

administered to nutrition experts who had extensive experience working with stunting cases. The feature 

weight criteria provided by these experts were computed based on the average score percentage of 

respondents, denoted as 𝑃𝐺(𝑋𝑖). This value is then used to rank the influential features, ensuring the most 

critical factors are prioritized. 

 

2.3.3. Calculation of preference values using MOORA 

This study proposes a MOORA technique to re-rank features that have high relevance based on MI. 

MOORA is a multi-objective, conflicting optimization technique for solving complex decision-making 

problems using very simple computational steps [18]. The description of the MOORA ranking is as follows [18]. 

a) Create a decision matrix that shows the performance of various options based on the assessment criteria. 

In general, the decision matrix has the following form: 
 

𝑋 = (

𝑥11 𝑥12 ⋯ 𝑥1𝑛

𝑥21 𝑥22 ⋯ 𝑥2𝑛

⋮      ⋮ ⋱ ⋮
𝑥𝑚1 𝑥𝑚2 ⋯ 𝑥𝑚𝑛

)  

 

where 𝑥𝑖𝑗 is the performance value of the i-th alternative on the j-th criterion. The symbol n represents the 

number of criteria and m indicates the number of options. The alternatives in this study are all dataset 

features. Meanwhile, the evaluation standards for identifying the best option (feature) are given as follows: 

C1. The amount of MI of the i-th feature on the target (𝐼(𝑋𝑖)) 
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C2. The average amount of MI between i-th feature and other features (𝑅(𝑋𝑖)) 

C3. The average level of influence of i-th feature according to nutrition experts (𝑃𝐺(𝑋𝑖)) 

The three criteria are categorized into two types according to the purpose of the ranking: benefit and 

non-benefit criteria. Important characteristics that contribute to determining stunting status are high mutual 

informant values and high weight percentages according to nutrition specialists. Conversely, these important 

features have low MI levels of MI with other features. Consequently, C1 and C3 are the benefit criteria, 

whereas C3 is a non-benefit criterion. 

b) Determine the system ratio using (4) as follows: 
 

𝑥𝑖𝑗
∗  =  

𝑥𝑖𝑗

√∑ 𝑥𝑖𝑗
2𝑚

𝑖 = 1

;  𝑗 = 1, 2, … , 𝑛 (4) 

 

where 𝑥𝑖𝑗
∗  is the normalized value of the i-th alternative on the j-th criterion. In (4) is used for all values in the 

three criteria vectors so that the value processing is uniform in the interval [0,1]. 

c) Calculating feature preference values involves addressing an optimization issue with two goals: 

maximizing the benefit criteria and minimizing the non-benefit criteria. The overall optimization 

problem is given by (5): 
 

𝑦𝑖 = ∑ 𝑥𝑖𝑗
∗𝑔

𝑗 = 1 − ∑ 𝑥𝑖𝑗
∗𝑛

𝑗 = 𝑔 + 1  (5) 

 

where 𝑦𝑖 is the preference value of the i-th alternative, g is the number of benefit criteria, and (ng) is the 

number of non-benefit criteria. Specifically, the preference value for this study is given by (6): 
 

𝑦𝑖 = 𝐼∗(𝑋𝑖) + 𝑃𝐺∗(𝑋𝑖) − 𝑅∗(𝑋𝑖); 0 ≤ 𝐼∗, 𝑃𝐺∗, 𝑅∗ ≤ 1 (6) 
 

where 𝐼∗, 𝑃𝐺∗ , and 𝑅∗ represent the normalized values I, 𝑃𝐺, and R. The 𝑦𝑖 value is the basis for determining 

alternative rankings, and the best alternative is determined from the highest 𝑦𝑖 value. 

 

2.3.4. Determination of MI-MOORA feature weights 

The feature weighting proposed in this study uses preference values 𝑦𝑖 in (6). However, we cannot 

use the 𝑦𝑖 value directly. There are two requirements for the 𝑦𝑖 obtained, specifically: 

𝑦𝑖 is non-negative if  𝐼∗(𝑋𝑖)  + 𝑃𝐺∗(𝑋𝑖)  ≥  𝑅∗(𝑋𝑖)  

𝑦𝑖 is negative if  𝐼∗(𝑋𝑖)  +  𝑃𝐺∗(𝑋𝑖) < 𝑅∗(𝑋𝑖)  

The condition that 𝑦𝑖 is non-negative is our objective. The greater the feature weight, the greater is 

the influence of the feature on the target. Nevertheless, when 𝑦𝑖 is negative, it becomes an improper weight. 

Based on (6), we can get the most negative value of 𝑦𝑖 which is −1 if 𝐼∗(𝑋𝑖) = 𝑃𝐺∗(𝑋𝑖) = 0 and 𝑅∗(𝑋𝑖) = 1. 

Therefore, to avoid this negative value, 𝑦𝑖 is translated by one unit. Consequently, this 𝑦𝑖 value becomes non-

negative, so that the feature weights created using the preference value 𝑦𝑖 can be written as follows: 
 

𝑤𝑖 = 1 + 𝑦𝑖 (7) 
 

we normalize (7) using (8). 
 

𝑤𝑖 =
1 + 𝑦𝑖

∑ 1 + 𝑦𝑗
𝑚
𝑗 = 1

 (8) 

 

The primary procedures of MI-MOORA weighting are summarized in Algorithm 1. 
 

Algorithm 1. Feature weighting algorithm 
Input: n—number of features 

           m—number of selected features 

Output: 𝑤𝑖—the weight of the i-th feature 

 

1. Calculate the MI of each feature against the target class. 
2. Arrange features according to the highest MI score. 
3. for i   1 to m do 

for j  (i + 1) to m do 

Determine the MI between the i-th feature and the j-th feature. 

end for 

       end for 

4. Calculate the average MI of each feature with all features. 
5. Provide the average percentage of nutrition expert ratings for each feature. 
6. Create a decision matrix. 
7. for 𝑥𝑖𝑗 ∈ 𝑋, i = 1, 2, …, m;  j = 1, 2, 3 do 
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Normalize the 𝑥𝑖𝑗  using Equation 4 

       end for 

8. for i  1 to m do 
Determine the value of 𝑦𝑖 using (6). 

       end for 

9. Calculate the weight of the i-th feature, 𝑤𝑖, using (8). 

10. Sort features by greatest weight order. 

 

2.4.  Selected features 

The subset of selected features is chosen based on their highest weight, which indicates their 

importance in the model. This selection process begins with determining an appropriate feature selection 

threshold. By setting this threshold, only the features with the highest weights are retained, ensuring that the 

most significant features are included in the analysis. This approach helps reduce dimensionality and improve 

the model’s efficiency and performance. 

This study employs three thresholds to select the best features: 30%, 50%, and 75%. These 

percentages represent the proportion of top-weighted features retained for further analysis. By experimenting 

with these varying thresholds, the study aims to identify the optimal subset of features that balances between 

including enough significant attributes and excluding less relevant ones. This method ensures the resulting 

model is robust and efficient, enhancing its predictive accuracy and interpretability. 

 

2.5.  Data splitting 

The data-splitting stage is essential for preparing the dataset for model training and evaluation.  

This stage divides the dataset into two parts: the training set and the testing set. The training set, which is 

80% of the data, is used to train the model, helping it learn patterns within the data. The remaining 20% 

(testing sets) were used to evaluate the model’s performance, ensuring it generalizes well to new data.  

This 80:20 ratio balances sufficient data for training with enough data for accurate evaluation. 

Stratified random sampling is used to achieve a representative dataset division. This method ensures 

that each class in the target variable is proportionally represented in the training and testing sets.  

By maintaining the original class distribution, stratified sampling enhances the reliability of model 

evaluation, preventing bias from uneven class representation. This careful data division supports the 

development of a robust model that can effectively handle diverse real-world instances. 

 

2.6.  Classification process 

Weighted NB (WNB) is an expansion of the NB technique that assigns distinct weights to features [19]. 

This feature weighting method overcomes the assumption that each feature has a uniform distribution. The 

magnitude of the contribution of each feature represented by the weighting proposed in this research is 

examined to determine whether it can enhance the performance of traditional NB. An instance is classified in 

class Ci using a NB classifier based on (9). 

 

𝑐𝑗 = arg 𝑚𝑎𝑥 𝑃(𝐶) ∏ 𝑃(𝑥𝑖|𝐶)𝑛
𝑖 = 1  (9) 

 

The feature weights suggested in this study are employed in the WNB equation approach as follows [11]. 

 

𝑐𝑗 = arg max
𝑐∈𝐶

𝑃(𝐶) ∏ 𝑃(𝑥𝑖|𝐶)𝑤𝑖𝑛
𝑖 = 1  (10) 

 

Several classifiers were used to form a prediction model for determining stunting and to evaluate the 

effect of the proposed method on classifier performance. These classifiers include logistic regression (LR) 

[20], support vector machine (SVM) [21], XGBoost [22], random forest (RF) [23], KNN [24], and decision 

tree (DT) [25]. 

 

2.7.  Method performance evaluation 

The classification performance in this study is measured using (11) to (14) [26]. 

a) Accuracy 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (11) 

 

b) Precision 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (12) 
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c) Recall 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (13) 

 

d) F1-score 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (14) 

 

Where TP and TN indicate the number of accurate predictions for the positive and negative classes, 

respectively. FP and FN are the numbers of incorrect predictions in the positive and negative classes, 

respectively. 

 

 

3. RESULTS AND DISCUSSION  

Four schemes will be implemented to evaluate the performance of the NB method, which has been 

improved with the proposed weighting feature techniques. In the first testing scheme, the method 

performance was measured without any feature selection, meaning that all weighted features were deployed 

to build a stunting status model. The next three schemes set the number of feature selection thresholds at 

30%, 50%, and 75% of the best features. The weighting technique proposed in Algorithm 1 for the WNB is 

referred to as the WNB-MI-MOORA. The effectiveness of WNB-MI-MOORA is compared to that of NB 

without feature weighting and WNB using mutual information scores as weights, called WNB-MI.  

In addition, six classifiers were also used to obtain a stunting prediction model and compare the effect of  

MI-MOORA on the model’s performance. The name prefixing mechanism is also employed in other methods 

to differentiate each other. 

 

3.1.  Results 

Table 2 presents the feature ranking order obtained based on the feature weights using the  

MI-MOORA framework and MI itself. Feature ranking can be seen in the ten best features. As shown in 

Table 2, there are variations in the ranking results for the 10 best features. The trend in the MI-MOORA 

ranking results showed that the stunting status of toddlers is based on family factors. Meanwhile, the results 

from MI demonstrate that the characteristics of the toddler dominate the important factors impacting stunting 

conditions. 

 

 

Table 2. Feature ranking resulted by MI-MOORA and MI 
Ranking Feature name 

MI-MOORA MI 

1 Availability of clean water Age 

2 Immunization status UAC 

3 Monthly household income HC 

4 Exclusive breastfeeding Maternal age at pregnancy 

5 Early initiation of breastfeeding Birth weight 

6 Go to Posyandu regularly Length of breastfeeding 

7 Toddler caregiver Frequent illnesses 

8 Length of exclusive breastfeeding Birth height 

9 Smoker dad Father’s last education 

10 Maternal age at pregnancy Father’s occupation 

 

 

Table 3 summarizes the performance of the NB models and the six classifier models. From these 

results, we can see that WNB-MI-MOORA is significantly better compared to NB. The combination of 

WNB-MI-MOORA improved standard NB’s accuracy (Acc), precision (Pre), and F1-score (F1) by 88%, 

88%, and 37.5%, respectively. However, the standard NB remains superior in the recall (Rec) term.  

Our result also shows that WNB-MI-MOORA has a similar performance to WNB-MI. Apart from NB, 

applying MI-MOORA increased the prediction accuracy for models without feature selection compared to 

standard classifier models, except SVM and KNN. The average improvement in the prediction model 

increased based on measurements of accuracy, recall, precision, and F1-score, each reaching 13.46%, 20.7%, 

13.46%, and 10.75%, respectively. Unexpectedly, we found that MI-MOORA could improve the 

performance of tree-based classifiers, namely RF, XGBoost, and DT. 
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Table 3. Performance of the classification model 
Models Performance 

% of features=100 % of features=75 % of features=50 % of features=30 

Acc Rec Prec F1 Acc Rec Prec F1 Acc Rec Prec F1 Acc Rec Prec F1 

NB (standard) 0.36 0.49 0.36 0.40 - - - - - - - - - - - - 

WNB-MI-

MOORA 
0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 

WNB-MI 0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 

LR 0.64 0.63 0.64 0.63 - - - - - - - - - - - - 

LR-MI-MOORA 0.72 0.63 0.72 0.66 0.72 0.63 0.72 0.66 0.72 0.63 0.72 0.66 0.72 0.63 0.72 0.66 

LR-MI 0.72 0.65 0.72 0.67 0.72 0.63 0.72 0.66 0.72 0.63 0.72 0.66 0.76 0.72 0.76 0.71 

SVM 0.68 0.46 0.68 0.55 - - - - - - - - - - - - 

SVM-MI-

MOORA 
0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 

SVM-MI 0.68 0.46 0.68 0.55 0.68 0.46 0.68 0.55 0,68 0.46 0.68 0.55 0.72 0.71 0.72 0.64 

RF 0.64 0.53 0.64 0.57 - - - - - - - - - - - - 

RF-MI-MOORA 0.76 0.70 0.76 0.69 0.76 0.70 0.76 0.69 0.72 0.60 0.72 0.63 0.76 0.70 0.76 0.69 

RF-MI 0.68 0.62 0.68 0.64 0.64 0.56 0.64 0.60 0.64 0.56 0.64 0.60 0.64 0.56 0.64 0.60 

XGBoost 0.56 0.56 0.56 0.56 - - - - - - - - - - - - 

XGBoost-MI-

MOORA 
0.64 0.56 0.64 0.60 0.64 0.56 0.64 0.60 0.64 0.56 0.64 0.60 0.64 0.56 0.64 0.60 

XGBoost-MI 0.56 0.56 0.56 0.56 0.72 0.67 0.72 0.69 0.68 0.64 0.68 0.66 0.64 0.60 0.64 0.62 

KNN 0.60 0.54 0.60 0.56 - - - - - - - - - - - - 

KNN-MI-

MOORA 
0.60 0.54 0.60 0.56 0.60 0.54 0.60 0.56 0.60 0.54 0.60 0.56 0.60 0.54 0.60 0.56 

KNN-MI 0.60 0.46 0.60 0.52 0.60 0.46 0.60 0.52 0.60 0.46 0.60 0.52 0.64 0.53 0.64 0.57 

DT 0.48 0.53 0.48 0.49 - - - - - - - - - - - - 

DT-MI-MOORA 0.52 0.58 0.52 0.54 0.56 0.55 0.56 0.56 0.56 0.55 0.56 0.56 0.52 0.50 0.52 0.50 

DT-MI 0.52 0.56 0.52 0.54 0.52 0.53 0.52 0.52 0.44 0.44 0.44 0.44 0.40 0.48 0.40 0.44 

 

 

3.2.  Discussion 

The proposed method, MI-MOORA, is used as a feature weighting algorithm to develop a stunting 

prediction model. This research utilizes external assessments to determine feature weights. We discuss 

nutrition expert judgment as a feature weighting criterion for NB model performance on stunting data. 

Feature weights indicate important features. Therefore, it can be used for feature selection. The MOORA 

approach allows for including external sources as feature weighting criteria alongside mutual information 

criteria. 

Our research demonstrates that the MI-MOORA technique enhances the performance of the 

standard NB model and six other classifiers. However, based on the MI baseline, nutrition experts’ 

assessments have not yet significantly improved WNB accuracy. In contrast to NB, expert nutrition 

assessment shows potential for improving accuracy. Previous studies also utilized machine learning with 

feature selection to develop nutritional status prediction models [6], [5], [27]. Consistent with prior findings, 

our research identifies RF as a classifier that consistently outperforms other classifiers. 

The method proposed in this paper identified the availability of clean water as the most significant 

risk factor for stunting. Based on research data sources, we will compare these findings with interventions 

implemented in Surabaya City. Since 2022, governmental interventions have prioritized providing nutrition 

and health services, alongside support for young women, schoolchildren, and prospective couples preparing 

for marriage [28]. As a result, ensuring access to clean water is not deemed a primary concern in Surabaya 

City. The findings of this study online with earlier research [29], [30], highlighting inadequate sanitation 

facilities and water management as contributors to stunting. Therefore, Indonesian policies and programs 

must prioritize water, sanitation, and hygiene to effectively address stunting [29]. Access to clean water can 

enhance family hygiene practices, thereby fostering long-term improvements in children’s health [30]. 

This research investigates stunting risk factors based on available data. The findings can serve as a 

reference for addressing stunting in Surabaya. However, the study’s sample size is relatively small, limiting 

the interpretation of the results. Model validation is crucial to mitigate the impact of small sample sizes. 

Further comprehensive studies are necessary to validate the data, particularly concerning family-related 

factors such as total monthly household income, family smoking habits, and paternal occupation, which are 

significantly influenced by respondents’ psychological conditions. Our research demonstrates the utility of 

external information in developing predictive models. Future studies could explore applying the weighting 

criteria to enhance model performance. The risk factor prediction method developed in this research could 

also be adapted to address other nutritional issues model development, such as obesity and wasting. 
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4. CONCLUSION 

This study proposes a NB feature-weighting technique based on MI and MOORA. The MI score 

provides the degree of feature relevance to the target class and the level of feature redundancy with the other 

features. The addition of MOORA in this research is to re-rank features based on relevance level and 

redundancy, which makes it possible to involve external factors as feature weights. With MI-MOORA, the 

results of ranking the ten best features that affect stunting are dominated by family variables. According to 

the test results, applying the MI-MOORA feature weighting method significantly enhances the standard NB’s 

accuracy, precision, and F1-score by 88%, 88%, and 37.5%, respectively. The increase in classification 

performance also occurred in six other classification methods when the MI-MOORA approach was applied to 

obtain a stunting prediction model. 
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