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 As many as 70-80% of endometrial cancer cases are endometrial 
adenocarcinoma. Histopathological assessment is based on the degree of 

differentiation, into well-differentiated, moderate-differentiated, and poorly-

differentiated. Management and prognosis differ between grades, so 

differential diagnosis in determining the degree of tumor differentiation is 
crucial for appropriate treatment decisions. Histopathological image analysis 

offers detailed diagnostic results, but manual analysis by a pathologist is 

very complicated, error-prone, quite tedious, and time-consuming. 

Therefore, an automatic diagnostic system is needed to assist pathologists in 
grading the tumor. This research aims to determine the degree of 

differentiation of endometrial adenocarcinoma based on histopathological 

images. The extreme learning machine (ELM) method performs image 

classification with gray level run long matrix (GLRLM) features and a 
combination of local binary pattern (LBP)-GLRLM features as input. 

Experimental results show that the ELM model can achieve satisfactory 

performance. Training accuracy, testing accuracy, and model precision with 

GLRLM features were 97.13%, 91.33%, and 80% and combined LBP-
GLRLM features were 91.03%, 71.33%, and 100%. Overall, the model 

created can determine the degree of tumor differentiation and is useful in 

providing a second opinion for pathologists. 
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1. INTRODUCTION 

Endometrial cancer is the sixth most common gynecological tumor and its prevalence is increasing. 

It is the 14th leading cause of cancer deaths in women worldwide, but is often diagnosed at stage 1 due to its 

symptomatic nature [1], [2]. Endometrial carcinoma is classified by histological type, including endometrioid 

carcinoma (EEC), serous carcinoma (SC), clear cell carcinoma (CCC), mixed carcinoma (MC), 

undifferentiated carcinoma (UC), carcinosarcoma (CS), gastrointestinal mucinous type carcinomas, and other 

types [3]. Endometrial adenocarcinoma is a type of EEC that arises due to excessive exposure to estrogen 

https://creativecommons.org/licenses/by-sa/4.0/
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with risk factors including obesity, anovulation, nulliparity, and administration of exogenous estrogen [1].  

As many as 70-80% of endometrial carcinoma cases show endometrioid features with varying degrees of 

differentiation and metaplastic changes [4], [5]. 

Histopathological classification based on tumor morphology and tumor grade has played an 

important role in the management of endometrial carcinoma [6]. The degree of differentiation is one of the 

important prognostic factors of histopathologic assessment, which is divided into well-differentiated (grade 1), 

moderate-differentiated (grade 2), and poorly-differentiated (grade 3). Low-grade EEC (grade 1 or 2) belongs 

to the non-aggressive histological subtype. Development is relatively slow after prolonged estrogenic 

stimulation [3], [7]. In contrast, high-grade EEC (grade 3) belongs to an aggressive histological subtype, has 

a worse prognosis with a high growth pattern of non-glandular solid masses, and tends to spread beyond the 

uterine structure. This tumor type is heterogeneous prognostically, clinically, and molecularly and thus is the 

one that benefits most from the application of molecular classification [3], [7], [8]. The 5-year specific 

survival in high-grade EEC is significantly lower than in low-grade due to more frequent metastases and a 

higher risk of recurrence [9]. Management and prognosis between subtypes also differ, so differential 

diagnosis is very important for appropriate treatment decisions [6], [9]–[11]. Determination of the 

histological subtype by a pathologist is carried out by examining tissue sample slides stained with 

hematoxylin and eosin from tumor samples [5], [12]. This analysis offers detailed diagnostic results, but its 

visualization is not always exclusive to subtypes because some morphological features overlap, making 

histological classification difficult even for experienced pathologists [5], [7], [10]. Manual analysis by 

pathologists is very complicated, more prone to errors, quite tedious, and time-consuming [13]. Thus, an 

automated diagnostic system is needed to assist pathologists in distinguishing the degree of EEC 

differentiation from a large number of medical images efficiently. 

In recent years, the development of artificial intelligence has enabled the use of advanced 

approaches in the health sector, while increasing diagnostic accuracy and providing second opinions in 

diagnostic procedures [14]–[16]. Previous research shows that artificial intelligence can be applied in the 

classification of various types of cancer, such as the subtype classification of ovarian carcinoma [14], 

endometrial cancer [11], and breast cancer [12], [17]–[19]. In the case of endometrial cancer, previous 

studies focused on predicting histological subtypes between EEC and SC types. Prediction of EEC and SC 

histological subtypes in endometrial cancer using the InceptionResnet-based multi-resolution convolutional 

neural network (CNN) architecture, Panoptes, resulted in an area under the receiver operating characteristic 

(AUROC) of 0.969 with a confidence level of 95%. The images used in this research are digital 

histopathological images cut into small tiles and colored with H&E staining. The model created can process 

as many as 22 sets of tiles per second within 4 minutes, which means it can work simultaneously with a 

pathologist for reference [5]. Our main interest is to classify histopathological images to determine the degree 

of differentiation of the endometrioid type in endometrial cancer. Hyperastuty et al. [12] determined the 

degree of differentiation for breast cancer using the artificial neural network (ANN) method. 

Backpropagation training on histopathological images with 10 hidden layer neurons produces 81.1% 

accuracy and 80% precision. Other researchers used a tiered approach of support vector machine (SVM) 

classifiers with a combination of features to classify breast cancer grade and produced an overall accuracy of 

69% [20]. However, according to our knowledge, this differentiation degree approach has never been used in 

previous studies for endometrial adenocarcinoma cases. 

In this study, we used the extreme machine learning (ELM) method to determine the degree of 

differentiation of endometrial adenocarcinoma. ELM was chosen because of its ability to detect complex trends 

with good generalization performance at a very fast learning rate [21]. The application of ELM in cancer 

classification has been carried out in several studies. Toprak's research on breast cancer classification in [19] 

resulted in a performance accuracy of 98.99% using the ELM method with 9 input features from 

histopathological images, better than SVM (96.85%) and Naïve-Bayes (95.99%). ELM was also used in the 

classification of normal and precancerous tissue in cervical cancer, resulting in model sensitivity and specificity 

of 94.6% and 84.3% [21]. Other researchers use it for the classification of brain tumors [22], skin cancer [23], 

and breast cancer [17], [24]. Feature extraction is carried out to improve ELM performance. Microscopic 

images can provide better information on texture features. Textural features represent the characteristic 

appearance of an object's surface which is associated with the size, shape, arrangement, and depth of its 

constituent elements [25]. Several feature extraction methods combined with ELM classification were compared 

in the research of Kumar et al. [22], the gray-level run length matrix (GLRLM) method produced sensitivity, 

specificity, and accuracy of 90%, 78%, and 84% respectively, better than the gray level co-occurrence matrix 

(GLCM) 81%, 65%, and 73%. Thus, we chose GLRLM as the feature extraction method in this study. Then we 

also apply the combined local binary pattern (LBP)-GLRLM feature. Combining texture features with a 

classifier can produce quite good accuracy. The classification results using the combined LBP-GLRLM feature 

extraction method are better than LBP or GLRLM alone, with an accuracy rate of 98.41% [26]. In this 
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combined method, the endometrial adenocarcinoma image that has gone through the grayscaling process is 

feature extracted using LBP to produce decimal numbers, then reconstructed back into an image for GLRLM 

feature retrieval. 

The main purpose of this study was to develop an efficient machine learning model to automatically 

classify the degree of differentiation of endometrial adenocarcinoma into three subtypes from histopathological 

images taken using the biopsy method. The various stages carried out in this research include data collection, 

pre-processing, feature extraction, and classification. The contributions we made in this manuscript are 

summarized as follows: i) provide a machine learning-based model for automatic diagnosis based on the degree 

of differentiation of histopathological images of endometrial adenocarcinoma, ii) generate the best ELM model 

configuration in improving the classification performance of the degree of differentiation of endometrial 

adenocarcinoma, and iii) comparison of methods GLRLM extraction and combined LBP-GLRLM method in 

classifying the degree of differentiation using ELM. 

 

 

2. METHOD 

Our study focused on determining the degree of differentiation of endometrial adenocarcinoma 

which consists of three grades, namely well-differentiated (grade 1), moderate-differentiated (grade 2), and 

poorly-differentiated (grade 3). The procedures we followed to conduct this study are described below 

respectively. Figure 1 illustrates the procedural steps performed. 

 

 

 
 

Figure 1. Block diagram of endometrial adenocarcinoma classification 

 

 

2.1.  Data collection  

Data were collected at the Department of Anatomical Pathology of Dr. Soetomo Hospital Surabaya. 

The data obtained were histopathology images of grade 1, grade 2, and grade 3 endometrial adenocarcinoma 

differentiation degrees. Each grade contains 50 data with dimensions of 1440×1024. Histopathology images 

were obtained by biopsy method and then observed by digital microscope at 200× magnification with 

Hematoxilin-Eosin staining.  

 

2.2.  Pre-processing  

Digital images are representations of intensity functions in a two-dimensional plane. Images can be 

grouped into three types based on their color, namely RGB, grayscale, and binary images. RGB images are 

composed of three color channels, red, green, and blue. While grayscale and binary images only have one 

color channel. In RGB and grayscale images, the intensity value of pixels with 8-bit depth varies between 0 

and 255. The difference with binary images, the depth is 1-bit, so the color intensity is only expressed by the 

value 0 means black and 1 means white [12]. In this study, the image obtained is an RGB image so it is 

necessary to do grayscalling or convert the RGB image to grayscale. The goal is to improve image quality so 

as to facilitate the feature extraction stage and reduce computational burden. Another reason the grayscalling 

process is needed is because the selected feature extraction method only analyzes the gray level in the image. 

Figure 2 shows the results of image preprocessing from RGB to grayscale images. Preprocessing of 

endometrial adenocarcinoma images from RGB images to grayscale can be seen in Figure 2(a) for grade 1 

adenocarcinoma, in Figure 2(b) for grade 2 adenocarcinoma, and in Figure 2(c) for grade 3 adenocarcinoma. 

RGB images are converted to grayscale using the (1). 

 

𝐺𝑟𝑎𝑦 = (0.299 × 𝑅) + (0.587 × 𝐺) + (0.144 × 𝐵) (1) 

 

2.3.  Feature extraction  

To sort out the relevant characteristics that characterize each class, we perform feature extraction. 

Machine learning-based image classification requires feature extraction first to increase accuracy. For 

microscopic images, texture features can provide better information. This feature represents the characteristic 

appearance of an object's surface which is associated with the size, shape, arrangement, and depth of its 
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constituent elements [25]. Combining texture features with a classifier can produce quite good accuracy [26]. 

We use two feature extraction methods in this research, namely gray level run length matrix (GLRLM) and 

combined LBP−GLRLM. Features from both methods have been used as machine learning input and have 

shown good performance [22], [26]. 
 

 

   

   

   
(a) (b) (c) 

 

Figure 2. Preprocessing results of endometrial adenocarcinoma histopathology images: (a) grade 1,  

(b) grade 2, and (c) grade 3 
 

 

2.3.1. Gray level run length matrix 
GLRLM extracts the gray degrees present in the grayscale image. The extraction begins with 

determining the angle orientation, which is 0, 45, 90, and 135, then forming a run-length matrix at each 

angle. An angle of 0 means horizontal direction, i.e. the pixel is compared to the pixel on the right. An angle 

of 90 means the vertical direction, i.e. the pixel is compared to the pixel above it. An angle of 45 means a 

diagonal direction with a positive gradient, where the pixel is compared to the pixel to the right of it. A 135 

angle means a diagonal direction with a positive gradient, where the pixel is compared to the pixel to the 

upper left. The use of four angular orientations can ease the computation process as there is no need to use 

multiple angular orientations. Figure 3 shows the run-length matrix results from image processing with four 

angle orientations. 

The run-length matrix 𝑝(𝑖, 𝑗) is defined as the sum of run-length with gray-level pixels i and run-

length j. Various texture features can be derived from the matrix [25]. The GLRLM features used are gray-

level nonuniformity (GLN), run length nonuniformity (RLN), run percentage (RP), low gray-level run 

emphasis (LGRE), high gray-level run emphasis (HGRE/HGL), short run low gray-level emphasis (SRLGE), 

short run high gray-level emphasis (SRHGE), long run high gray-level emphasis (LRHGE). These eight 

features will be the input for the classification stage.  
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𝐿𝑅𝐻𝐺𝐸 =
1

𝑛𝑟
∑ ∑ 𝑝(𝑖, 𝑗) ⋅ 𝑖2 ⋅ 𝑗2𝑁

𝑗=1
𝑀
𝑖=1  (9) 

 

𝑛𝑟 is the total number of runs and 𝑛𝑝 is the number of pixels in the image. GLN, RLN, and RP 

belong to traditional run-length features and most of the features are only a function of 𝑝𝑟(𝑗) without 

considering the gray-level information on 𝑝𝑔(𝑖). To extract the gray level information in the matrix, LGR and 

HGRE are used. Then there are combined statistical measures between gray level and run-length, namely 

SRLGR, SRHGR, and LRHGE are also used in this study.  

 

 

 
 

Figure 3. Matrix run length in each angular orientation 

 

 

2.3.2. Local binary pattern 

LBP is a feature extraction method used for texture classification in image processing. LBP has 

become a very efficient texture feature descriptor. A 3×3 mask is used against neighboring pixels to 

determine a particular texture and evaluate the LBP. LBP is also said to be a first-order circular derivative of 

the micro-pattern contained in the image that can be constructed by conjugating all binary gradient directions. 

The mathematical model can be seen as (10).  

 

𝐿𝐵𝑃(𝑃, 𝑅) = ∑ 𝑠(𝑞𝑝 − 𝑞𝑐)2
𝑝𝑝−1

𝑝=0  (10) 

 

With 𝑃 being the number of neighboring pixels, 𝑠(𝑥) = 0 when 𝑥 > 0 and 1 otherwise [26].  

A combined LBP and GLRLM method is used in this research. The output of the grayscalling 

process will be feature extracted using LBP to produce decimal numbers based on the grayscale image. LBP 

works by comparing the binary value of the pixel at the center of the image with the value of its neighboring 

pixels, then the binary results are summed with weights. The result of LBP is reconstructed back into an 

image, then GLRLM features are extracted to obtain 8 types of texture features. The grayscale image and 

LBP reconstructed image are seen in Figure 4, along with the resulting array values. The array values of 

grade 1 endometrial adenocarcinoma from the grayscale image can be seen in Figure 4(a) and the array 

values of grade 1 endometrial adenocarcinoma from the LBP reconstructed image can be seen in Figure 4(b). 

LBP produces a representation of the local values for each pixel. The LBP result image contains 

information about the local texture pattern in the original image. The difference between the grayscale image 

and the LBP image can be seen visually from the sharpness and texture of the image. The LBP image 

displays an image with a dot pattern that shows a variety of texture patterns in the image that looks sharper 

and more blur. Meanwhile, grayscale images can represent images with gray levels from low gray to high 

gray clearly. This is because the LBP image has been reconstructed and the pixel values have been processed 

so as to get the characteristic value of the image. 

 

 

  
(a) (b) 

 

Figure 4. Array values of grade 1 endometrial adenocarcinoma from (a) grayscale image and (b) LBP 

reconstructed image 
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2.4.  Extreme learning machine classification 

ELM is a development of feedforward neural network method that has only one hidden layer, 

referred to as single hidden-layer neural network. This method has a learning speed thousands of times faster 

than traditional feedforward, and produces better generalization performance. Unlike FNNs that only tend to 

achieve the smallest error, ELM also achieves the smallest weight norm. In its learning, the output weights 

are calculated analytically, while the input weights are chosen randomly [19], [27]. Here is the architecture of 

ELM shown by Figure 5.  

 

 

 
 

Figure 5. ELM architecture 

 

 

Training ELM is to find the best weights 𝑤𝑖, bias 𝑏𝑖, and beta 𝛽𝑖. The algorithm starts by specifying 

the input 𝑥𝑖 and target 𝑡𝑖. The input is an average representing each feature from the GLRLM or LBP-

GLRLM feature extraction results and the output is three classes, namely grade 1, grade 2, and grade 3. Then 

the output 𝑌𝑗 of the ELM with 𝑁 hidden neurons can be expressed into the (11): 

 

∑ 𝛽𝑖𝑔(𝑤𝑖𝑥𝑗 + 𝑏𝑖) = 𝑌𝑗, 𝑗 = 1,… , 𝑁𝑁
𝑖=1  (11) 

 

With 𝑔(𝑥) is the activation function in the hidden layer. The equation can be simplified into the (12). 

 

𝐻𝛽 = 𝑌 (12) 

 

The weight and bias values are determined randomly, then the output of the hidden layer matrix 𝐻 is 

calculated. The matrix 𝐻 is of size 𝑎 × 𝑏, where 𝑎 is the number of inputs and 𝑏 is the number of hidden 

nodes. 𝛽 can be obtained from (12) by using the Moore-Penrose inverse [27], [28]: 

 

𝛽 = 𝐻𝑇𝑌 (13) 

 

the matrix H can be written as (14) and (15). 

 

𝐻 = [
𝑔(𝑤1𝑥1 + 𝑏1) ⋯ 𝑔(𝑤𝑁𝑥1 + 𝑏𝑁)

⋮ ⋱ ⋮
𝑔(𝑤1𝑥𝑁 + 𝑏1) ⋯ 𝑔(𝑤𝑁𝑥𝑁 + 𝑏𝑁)

] (14) 

 

𝛽 = [
𝛽1
𝑇

⋮
𝛽𝑁
𝑇
]

𝑁×𝑚

, 𝑌 = [
𝑦1
𝑇

⋮
𝑦𝑁
𝑇
]

𝑁×𝑚

 (15) 

 

The available data set is divided into two subsets, for training and testing. With a training subset, the 

ELM classifier is trained to learn optimal parameter settings. The maximum number of hidden nodes used in 

this research is 100 nodes and the activation function is a binary sigmoid function to recognize non-linear 

data. Testing is carried out after ELM training to find out how well the model created performs. We divided 

the training data and test data in a ratio of 80:20. Different schemes are often used for performance 

evaluation, such as k-fold cross-validation or exit-one-out [29]. We used k-fold cross-validation to test 

different data schemas, with values of 𝑘 = 10. The k-fold method divided the data set into train, validation, 

and test data along with splitting, mode selection, and performance states [19]. 
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2.5.  Performance metrics 

Classification performance is measured quantitatively by training accuracy, testing accuracy, and 

precision derived from confusion matrix parameters: true positive, false positive, true negative, false 

negative. Table 1 is a confusion matrix used to measure multiclass classification performance. G1, G2, G3 

are the differentiation degree of endometrial adenocarcinoma grade 1, grade 2, and grade 3, respectively. 

GG1, GG2, and GG3 are the number of actual G1, G2, G3 classes that are predicted correctly in their 

respective classes. While the other 6 values are the number of actual G1, G2, or G3 classes that are predicted 

incorrectly in each classified column.  

 

 

Table 1. Confusion matrix 
  Predicted result 

  G1 G2 G3 

Actual result 

G1 GG1 G1G2 G1G3 

G2 G2G1 GG2 G2G3 

G3 G3G1 G3G2 GG3 

 

 

Accuracy is a value that will be used to measure the accuracy of a detection or classification system. 

The accuracy value is measured as the ratio between the data that can be guessed correctly by the algorithm 

and the total of all data. If the accuracy of a detection system is high then the system can perform the 

detection process well, otherwise if the accuracy of a detection system is low then the system is said to be 

unable to perform the detection process properly. Meanwhile, precision is the proportion of correctly 

classified images to the total of all predictions/diagnoses of correctly detected images [19]. The following is 

the equation for the level of accuracy and precision, where N is total amount of data. 

 

Accuracy=
𝐺𝐺1+𝐺𝐺2+𝐺𝐺3

𝑁
 (16) 

 

Precision GG1=
𝐺𝐺1

𝐺1𝐺2+𝐺1𝐺3
 (17) 

 

Precision GG2=
𝐺𝐺2

𝐺2𝐺1+𝐺2𝐺3
 (18) 

 

Precision GG3=
𝐺𝐺3

𝐺3𝐺1+𝐺3𝐺2
 (19) 

 

 

3. RESULTS AND DISCUSSION  

Endometrial adenocarcinoma is divided into three classes according to the degree of differentiation. 

Each grade has different characteristics but is difficult to identify with the naked eye. Grade 1 is 

characterized by the glands still being visible and the cells arranged neatly resembling normal cells, grade 2 

having irregular glands and cells arranged in a pile, and grade 3 not seeing the glands and the cells are 

becoming more condensed and denser. There are two ELM models produced in this research, which are 

divided based on the feature extraction method carried out before classification. The model1 was created 

using feature extraction input using the GLRLM method and the model2 used feature extraction input using 

the combined LBP-GLRLM method. The LBP method produces decimal numbers from grayscale images. 

The results from LBP are then reconstructed into images to be extracted using the GLRLM feature. The 

results of feature extraction each amount to 8 types of GLRLM texture features from four angular 

orientations, and then the average is calculated to represent each feature. Normalization is carried out using 

the MinMax scaler method before the ELM process so that the processed data has the same scale. Data 

processing is carried out using Python programming. 

The proposed classification of the degree of differentiation of endometrial adenocarcinoma was 

assessed using evaluation metrics of accuracy and precision. The differentiation degree classification results 

are shown in Table 2. ELM can achieve the lowest error rate and output weight norm values in one iteration, 

making this model faster than gradient-based learning algorithms. The performance of the ELM model 

depends on the initialization of the weights, the number of nodes in the hidden layer, and the type of 

activation function [24]. We use the K-fold cross-validation data segmentation method to find the best ELM 

model configuration. The k-fold method can separate data sets, select models, and test performance [19].  

In this process, the best number of hidden nodes was 40 in the model1 and 82 in the model2. We determine 

the maximum number of nodes in the hidden layer to be 100. The activation function we use is the binary 

sigmoid function because this function can recognize non-linear data. The accuracy graph of the ELM 
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models can be seen in Figure 6. The accuracy graph of ELM with GLRLM feature (model1) has been 

illustrated in Figure 6(a) and the accuracy graph of the ELM with LBP-GLRLM feature (model2) has been 

illustrated in Figure 6(b). It can be seen that the accuracy increases around the number of best hidden ones, 

then decreases. ELM shows the best performance for training accuracy of 97.13%, testing accuracy of 

91.33%, and precision of 80% on the model1. Meanwhile, training accuracy was 91.03%, testing accuracy 

was 71.33%, and precision was 100% in the model2. The metric results are evaluated in percentages as they 

indicate the effectiveness of the classifier. High accuracy indicates precise and accurate tumor classification 

with lower false negatives. The high-precision results demonstrate the correctness of the proposed algorithm. 

The performance of the ELM model1 shows better results than the model2. This is because the extracted 

input image has significant differences in characteristics between each class in pure GLRLM features, in 

contrast to the GLRLM input from LBP results where the range of feature values is not much different 

between each class. Other research shows that the combination of LBP-GLRLM features produces quite 

good values [26], but apparently, it depends on the image used. 

 

 

Table 2. ELM classification results with GLRLM features 
Feature extraction method Best hidden nodes Accuration (%) Precision (%) 

Training Testing 

GLRLM 40 97.13 91.33 80 

LBP-GLRLM 82 91.03 71.33 100 

 

 

  
(a) (b) 

 

Figure 6. Accuracy graph of the (a) ELM with GLRLM feature and (b) ELM with LBP-GLRLM feature 

 

 

The performance of the proposed ELM model in differentiation degree classification is compared 

with other machine learning methods. It can be seen in Table 3, there is a comparative analysis of the ELM 

classifier with other machine learning classifiers which have the same goal, that is the classification of the 

degree of tumor differentiation. Comparative analysis was taken from breast cancer and ovarian cancer where 

the cancer has a morphological structure similar to endometrial adenocarcinoma. The comparative studies 

presented all used histopathological images taken by biopsy and hematoxilin-eosin staining. The classifiers 

used for comparative analysis of endometrial adenocarcinoma classification are multiple SVM [20], you only 

look once (YOLO) with various versions [30], and CNN with Inception-V3 architecture [31]. The metrics 

used for performance evaluation are testing accuracy and precision. The ELM method with GLRLM features 

(model1) in this study shows higher performance than the presented comparative method. The testing 

accuracy obtained by ELM model1 was 91.33%, greater than the accuracy of other classifiers, which are 69% 

for SVM, 89% for YOLO-V3, 88% for Tiny-YOLO, 84% for YOLO-V2, 84% for YOLO- V1, 85% for 

CNN, and 71.33% for ELM models. The ELM method with LBP-GLRLM feature (model2) produce the 

lowest performance accuracy among other methods but have the highest precision, which is 100%, greater 

than the accuracy of other classifiers, which are 87% for YOLO-V3, 85% for Tiny-YOLO, 80% for YOLO-

V2, 77% for YOLO-V1, and 80% for ELM model1. Thus, the proposed method can be used as a 

consideration for pathologists in increasing the accuracy of diagnosis of endometrial adenocarcinoma based 

on the degree of differentiation. 
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Table 3. Comparison of similar studies 
Classification method Classification object Testing accuration (%) Precision (%) 
Multiple SVM [20] Grades of breast cancer 69 - 

YOLO-V3 [30] Grades of breast cancer 89 87 
Tiny-YOLO [30] Grades of breast cancer 88 85 

YOLO-V2 [30] Grades of breast cancer  84 80 

YOLO-V1 [30] Grades of breast cancer 81 77 

Inception V3 CNN [31] Grades of ovarian cancer 85 - 

Proposed model 1 Grades of Adenokarsinoma endometrium 91.33 80 

Proposed model 2 Grades of Adenokarsinoma endometrium 71.33 100 

 

 

4. CONCLUSION 

Prognostic determination of endometrial adenocarcinoma based on the degree of differentiation is 

carried out by processing histopathological images using the ELM classification method. Two different 

feature extraction methods, namely GLRLM and combined LBP-GLRLM, are used as input to the ELM 

classifier and produce different classification performances. The ELM model can classify the degree of 

differentiation into well-differentiated (grade 1), moderate-differentiated (grade 2), and poorly-differentiated 

(grade 3) with levels of training accuracy, testing accuracy, and precision are 97.13%, 91.33%, 80% for 

GLRLM features and 91.03%, 71.33%, 100% for combined LBP-GLRLM features. Increased accuracy and 

precision in the classification of endometrial adenocarcinoma are beneficial in the early management of the 

disease and can be used as a second opinion for pathologists. 
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