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 Permanent magnet synchronous generators (PMSGs) are necessary for 

producing wind energy that is both highly reliable and reasonably priced.  

An inventive control technique for the driven interior PMSG (IPMSG) is 

presented here to maximize wind energy output and decrease losses. This 

research established an innovative optimization strategy for the highest wind 

power generation with reduced overall loss in PMSG-based Wind power 

generation systems. Considering, that the tip speed ratio (TPR), rotor 

speed 𝜔𝑟, and quadrature axis current 𝐼𝑞 are optimized in the proposed work 

in such a way to enhance wind power generation. Further, the direct axis 

current 𝐼𝑑 is calculated from the optimized rotor speed 𝜔𝑟. The minimization 

of core loss is considered as the fitness function, which is a function of the 

direct current axis 𝐼𝑑  and quadrature current axis 𝐼𝑞. The optimization is 

carried out using the explored aquila with African vulture optimization  

(EA-AVO) technique, which is the conceptual incorporation of prevailing 

techniques, like the aquila optimization algorithm (AOA) and the AVO 

algorithm. The performance of the proposed method is validated over the 

conventional methods, in terms of power output, losses, efficiency, and 

convergence analysis. According, the findings show that the proposed 

method attains less overall loss of 149.62 at the starting stage of 50 rotor 

speed, and it was 36.46% higher than AQO, 36.17% higher than AVOA, 

36.59% higher than GOA methods 36.42%, and higher than WHO+PI 

approaches. 
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1. INTRODUCTION 

Wind energy, a renewable form of electrical energy, can be viewed as offering a supportable energy 

source. Moreover, its potential for commercial success is beneficial to the world. It has become vital to create 

grid integration along with the usage of inverters to control frequency, and reactive/active power, and to 

provide grid voltage support as the use of renewable energy sources increases [1], [2]. Grid-connected and 

stand-alone wind energy conversion systems (WECS) have both been subjected to control strategies [3], [4]. 

In addition, grid operators need to make sure that both active and reactive powers are supplied to the system 

[5], [6]. Squirrel-cage induction generators, permanent magnet synchronous generators (PMSGs), doubly-fed 

induction generators (DFIGs), high-temperature superconducting synchronous generators (HTS-SGs), and 

wound rotor synchronous generators are among the different types of generators used by WECS. In recent 

years, PMSMs have been attracted for their usage in the production of wind energy [7]-[9]. Therefore, in 

rotor circuits, there is no need for external resistance and copper losses, such that the PMSMs can produce 

https://creativecommons.org/licenses/by-sa/4.0/
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power with excellent efficiency. Because of its compact size and excellent power density, wind turbines may 

be built more affordably and with less weight. Owing to their outstanding performance, great dependability, 

and low cost, PMSMsare commonly employed in tiny variable-speed wind turbines. Copper, core and stray-

load losses were minimized when designing the control system for the IPMSM as mentioned in [10]. 

However, the IPMSM’s operational limits and saturation effect were not taken into account by the authors. 

Thus, the stator copper and core losses of the IPMSM were reduced [11] by using an online iterative search 

technique. Therefore, a time-consuming analysis is also produced by the online search for the ideal value 

which lowers the total efficiency of the control system. Designing high-performance nonlinear current 

controllers using the input-output feedback linearization (IOL) approach eliminates the consequences of 

nonlinearity brought on by magnetic saturation [12]. The suggested controlling approach enhances the 

dynamic effectiveness of the wind-generating system [13]-[15]. 

Compared to other PMSMs, IPMSMs can use flux weakening along the d-axis to keep a consistent 

power over a wide range of speeds and can generate power with maximum effectiveness and excellent 

controllability using reluctance torque about magnetic torque[16], [17]. Yet, the IPMSM’s q-axis inductance 

changes in contrast to the q-axis stator current which may cause a magnetic saturation effect. Furthermore, 

the produced torque in an IPMSM is influenced by the two separate d-q-axis stator current components. If the 

d-axis stator-current component is present in the flux-weakening zone, where the IPMSM operates, then, the 

system linearity consequently worsens [18], [19]. Therefore, the direct application of sophisticated linear-

system theory is complicated by this nonlinearity. To address this issue and enhance the functionality of 

IPMSMs, nonlinear control techniques have been established [20]. Further, an efficient maximum power 

point tracking (MPPT) technique is necessary for modern conversion systems to develop the energy capture 

effectiveness from wind and also to reduce the losses. This study investigated the effects of a novel control 

scheme for an IPMSG. While earlier studies have explored the impact of losses in driven Interior PMSG, 

they have not explicitly addressed its influence on PMSG-based wind power generation systems. 

The contributions of this research are discussed: 

− Design a novel control scheme for an IPMSG, in which the polynomial restrictions are handled optimally 

to maximize wind energy output by minimizing IPMSG losses.  

− Propose a new hybrid model known as explored aquila with African vulture optimization (EA-AVO) 

Algorithm that hybridises the concepts of AOA and AVOA. 

− The optimal solution of AOA is given as an input to AVOA, in which the best solution is attained to 

optimally tune the tip speed ratio (TPR), rotor speed and quadrature axis current to enhance wind power 

generation. 

The study is organized as follows: section 2 deliberates the literature work. Section 3 describesthe 

maximum wind turbine generation of the IPM synchronous generator. Section 4 describes the optimization of 

optimal current Iq using the hybrid EA-AVO approach, section 5 deliberates the attained outcomes and 

section 6 concludes the paper. 

 

 

2. LITERATURE REVIEW 

2.1.  Related works 

In 2018, Chinamalli and Sasikala [21] developed an innovative control framework for the internal 

PMSG-driven model, which demonstrates how the polynomial parameters are most effective in achieving the 

peak or maximal wind power generation and minimising the loss of IPMSG. This study suggests a novel 

hybridised method called CWOA, which selects its coefficients for effective power generation. Additionally, 

as the TPR is a crucial factor in the production of wind energy, it is also optimally set. The control scheme 

architecture takes responsibility for the influence of magnetic saturation, which results in the extremely 

nonlinear properties of the IPMSG. Thus, the suggestive CWOA’s performance is measured in comparison to 

that of several well-known models, including the FF, GA, WOA, and ABC based on copper loss, core loss, 

and total loss. 

In 2022, Mahmoud [22] presented an innovative WHO approach that was employed to design an 

ideal controller for a WTS using PMSG. The machine-side converter is controlled by a method that consists 

of two current loops of the optimized controller. The appropriate optimization of the PI controller improves 

the entire system response variables, thus the dynamic concern of PMSG may be enhanced under various 

conditions. This improvement thereafter enables the identification of the maximum power tracking during 

variations in wind speed and the fault ride-through capabilities during faults and large-signal occurrences. 

The analysis was performed in MATLAB simulations and evaluated the viability and efficacy of the 

suggested controller. 
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In 2021, Shanmugam and Joo [23] were concerned with the equilibrium study for a nonlinear wind 

turbine system using aPMSG under a FBMSD control scheme. According to this context, the offered 

nonlinear scheme is converted into linear-sub models using the T-S fuzzy theory and the appropriate FBMSD 

controller is established. The article offers an appropriate Lyapunov-Krasovskii functional that includes 

details on the sampling interval’s length and a fixed transmission delay. Sufficient criteria have been 

determined in the form of linear matrix inequalities to maintain the suggested structure. The outcome of the 

T-S fuzzy PMSG model is assessed using certain data set values as a test benchmark, and the result is then 

verified using derived conditions. In conclusion, it was shown that the suggested FBMSD controller 

guaranteed the sturdiness performance of PMSG based on WTS and was supported by numerical simulations. 

In 2020, Dursun et al. [24] created an integrated structure that is beneficial to maximize the 

extraction of wind energy. Two hybrid MPPT techniques that combine CDW-PSO and GM-CPSO 

approaches are included in this structure, along with a fast terminal sliding mode-based MPPT controller. 

The highest possible value of the maximum energy to be collected was searched using CDW-PSO and  

GM-CPSO to identify the ideal parameters. These parameters must be selected in an ideal manner to produce 

the greatest power to guarantee MPPT efficiency. In contrast, the suggested hybrid MPPT approach is 

combined with FTSMC to bring the system to its optimal operating position. To emphasize the favourable 

characteristics of the suggested MPPT approaches, three specific wind speed situations are developed in a 

simulated environment. Thus, the suggested CDW-PSO-based ORB and GMC-PSO-based ORB MPPT 

methods are contrasted with standard ORB and TSR approaches about maximum generating power and 

MPPT efficiencies. The results of this research show that the offered optimization integrated approach 

increases MPPT efficacy and produces more wind energy compared with standard approaches. 

In 2022, Hussien et al. [25] have suggested an MFO approach that helps to optimize the double 

controller that is employed with the PMSG on WECS. Using moth flame optimization, the WECS controller 

constraints are optimized to increase the amount of power sent to the grid. Moreover, GSC and generator 

MSC are utilized to create a grid-connected WECS with a PMSG. While the generator side converter was 

managed to increase power extraction, the grid side converter was optimized for power quality. 

Consequently, the resulting controller coefficients reduce overshoot and error at the steady-state level. In 

2021, Fathy et al. [26] introduced an innovative and effective AOA technique for modelling MPPT fitted 

with the WEGS. The system comprises a WT that is connected to a PMSG, a 3-phase rectifier that converts 

the generator’s AC electrical output to DC, and a boost converter that accepts DC voltage as an input and 

regulates the MOSFET duty cycle. When addressing the intended power that is generated from the system, 

the entire design procedure is considered as an optimization issue. The suggested AOA adjusts the converter 

duty cycle to increase output power. This study follows three different scenarios: a fixed wind speed, a 

variable wind speed, and the actual wind speed as measured at four different locations in Saudi Arabia. To 

achieve the highest performance of the WEGS, the findings proved the robustness of the suggested AOA-

MPPT. 

In 2020, Mahmoud and Abdel-Rahim [27] introduced different operating conditions to get the 

optimal parameters of the PI controller. The suggested PI-based WOA offers MPPT for variations in wind 

speed and also brings about a better understanding of the FRT potential. With a specific wind speed, the TSR 

technique is found successful in running PMSG at MPPT. BC was added to the DC circuit to assist PMSG in 

navigating grid faults. GWO outperforms different methods of optimization for PMSG when confronted with 

identical conditions of operation. The findings demonstrate that the GWO approach outperforms the WOA in 

terms of accomplishing FRT. At last, it can be said that in all of the situations examined, PMSG’s 

functioning with the GWO approach according to PI controller and BC was the most successful. 

In 2009, Qiao et al. [28] developed an innovative control strategy for a wind turbine-driven interior, 

in which the d-axis and q-axis stator-current features are effectively managed to accomplish the highest 

energy output and minimize the loss of the IPMSG. The control-scheme design incorporates the magnetic 

saturation’s impact, which results in the IPMSG’s extremely nonlinear properties. By resolving a restricted 

nonlinear optimization issue that reduces the IPMSG’s copper as well as core losses, it is possible to 

determine the ideal d-axis stator-current command as a result of the IPMSG rotor speed. IOL approach is 

used to create high-performance nonlinear current controllers, which eliminates the impacts of nonlinearity 

brought on by magnetic saturation. The suggested control plan gives the optimal efficacy and higher dynamic 

performance of the generated wind system. 

 

2.2.  Review 

Table 1 depicts the methods used for various systems built on IPMSG wind production. At first, the 

CWOA approach was suggested in [21] which offers maximal wind power and decreases the copper and core 

losses. However, tracking control does not function properly. Moreover, the WHO+PI strategy was 

implemented in [22], which provides a feasible solution and is highly effective. Nevertheless, DC voltage is 

severely impacted and worsens if MSC is unable to detect the malfunction. Furthermore, the FBMSD 
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controller was projected in [23] that ensure stability performance, but it has to focus more on nonlinear 

dynamical system stabilization problems. Similarly, CDW-PSO and GM-CPSO strategy was presented in [24], 

which deliver high energy and provide high MPPT efficacy. However, it needs to concentrate more on 

various controller design techniques and on optimizing the controller’s attributes. Additionally, the MFO 

scheme was suggested in [25] that maximizes grid power and decreases both overshoot and steady-state 

error; anyhow, it converges unexpectedly, low population divergence and trapping of local optima are some 

of the drawbacks. Similarly, the AOA technique was developed in [26], which offers robustness and provide 

maximal power. However, a substantial challenge enhances the performance of the wind power-producing 

system, particularly when it operates in changeable weather circumstances. Furthermore, an optimization 

approach was suggested in [27] that offers highly superior performance with minimum cost, but it has a 

major disadvantage of complex structure and high oscillations. Finally, the IOL technique was implemented 

in [28] that offers better performance and their corresponding efficacy was high, but it can be challenging to 

directly apply the sophisticated linear-system theory. The aforementioned difficulties are taken into account 

as a motivation for improving wind turbine performance in IPMSG. 
 
 

Table 1. Features and challenges of wind power generation from IPMSG based on various techniques 
Author [citation] Methodology utilized Features Challenges 

Chinamalli and 
Sasikala [21] 

CWOA approach − Generate maximal wind 

power 

− Minimize the losses 

− Tracking control does not function properly. 

Mahmoud [22] WHO+PI strategy − High effectiveness 

− Provide a feasible solution 

− DC voltage is severely impacted & worsened 

if MSC is unable to detect the malfunction. 

Shanmugam and Joo 

[23] 

FBMSD controller − Ensure stable performance − Need to focus on nonlinear dynamical 

system stabilization problem 
Dursun et al. [24] CDW-PSO and GM-

CPSO strategy 
− Deliver high energy 

− Provide maximum MPPT 

efficacy 

− Need to concentrate on various controller 

design techniques and on optimizing the 
controller's attributes. 

Hussien et al. [25] MFO scheme − Maximize grid power 

− Minimize both overshoot and 

steady-state error 

− Converges unexpectedly 

− Population divergence will be low. 

− Trapping into local optima. 

Fathy et al. [26] AOA technique − maximal power 

− more robust 

− A substantial issue is increasing the 

performance of the wind power producing 
system, particularly when it operates in 

changeable weather. 

Mahmoud [27] Optimization 
strategies 

− Highly superior 

− Cost is low 

− It has a major disadvantage of complex 

structure and high oscillations. 

Qiao et al. [28] IOL technique − Efficacy is high 

− Better performance 

− It can be challenging to directly apply the 

sophisticated linear-system theory. 

 

 

2.3.  Research question 

The following questions are the focus of this paper: 

− Whether an effective MPPT technique is required to increase the effectiveness of wind energy capture 

and decrease losses? 

− Does TPR, rotor speed and quadrature axis current affect the performance of the wind power generation. 

The objective function is defined based on the aforesaid research question. 
 

 

3. MAXIMUM WIND POWER GENERATION FROM IPM SYNCHRONOUS GENERATOR 

The IPMSG transforms the wind turbine’s mechanical power into AC electrical power, which is 

subsequently transformed into DC electrical energy using an IGBT-based PWM converter linked by a DC 

connection for supplying the DC load. By altering the electrical voltages on the AC side of the PWM power 

converter, the IPMSG may be controlled. The IPMSG can provide AC electrical energy to the power grid or 

an AC load with a constant voltage and frequency by using an extra energy inverter. Moreover, the wind 

turbine extracts mechanical power from the wind, which is determined using (1). 
 

𝑃𝑀 =
1

2
𝜌𝐴𝑟𝑏𝑉𝑤

3𝑃𝑐𝑜𝑒𝑓(𝜆, 𝛽) (1) 

 

Where 𝜌 specifies the thickness of air (kilograms/cubic meter), the area of the rotor blades (𝑚2) is 

given as 𝐴𝑟𝑏 = 𝜋𝑅𝑤𝑡
2  and 𝑅𝑤𝑡 is the radius of the rotor in metre, 𝑉𝑤 defines the speediness of the wind in 

metres per second, and 𝑃𝑐𝑜𝑒𝑓 is the power factor with tip-speed ratio 𝜆 and blade pitch angle 𝛽 and is  

given in [29]. 

https://ieeexplore.ieee.org/author/37088073603
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𝑃𝑐𝑜𝑒𝑓 = 0.5(𝜆 − 0.022𝛽2 − 5.6)𝑒−0.17𝜆 (2) 

 

Where 𝜆 is determined by 𝑁𝑟𝑅𝑤𝑡/𝑉𝑤  and 𝑁𝑟 defines the wind turbine rotation speed (rad/sec).  

 

3.1.  System model of IPMSG 

Figure 1 depicts the proposed model of the IPMSG system which comprises the effect of the stator 

core and copper losses. Equivalent core-loss resistance 𝑅𝑐𝑙 is employed to symbolize the core loss, which is 

brought on by hysteresis and eddy currents. Moreover, a technique is offered to ascertain the value of 𝑅𝑐𝑙 

which is a linear function of IPMSG rotor speed 𝜔𝑟 as represented in [30]. 

 

𝑅𝑐𝑙 = 𝑘𝑟𝜔𝑟 (3) 

 

Where, 𝑘𝑟 = 0.2083 (ohm/rpm). 

 

 

 
 

Figure 1. System model of IPMSG 

 

 

The rotor magnetic circuit becomes more salient for the IPMSG when the magnets are buried into 

the rotor. A large area of magnets with poor penetrability is traversed by the d-axis flux, but the q-axis flux 

route exhibits a high penetrability. Due to the salient nature of the IPMSG (𝐿𝑞 > 𝐿𝑑), the q-axis with 

magnetic saturation is a dominating phenomenon. Whenever this saturation is included, the dynamical model 

of a three-phase IPMSG can be expressed in the reference frame of the rotor as, 
 

𝐿𝑑
𝑑𝐼𝑑𝑜

𝑑𝑡
= −𝑅𝑠𝑡𝑎𝑡𝑜𝑟𝐼𝑑 + 𝜔𝐿𝑞(𝐼𝑞)𝐼𝑞𝑜 + 𝑉𝑑 (4) 

 

𝐿𝑞(𝐼𝑞)
𝑑𝐼𝑞𝑜

𝑑𝑡
= −𝑅𝑠𝑡𝑎𝑡𝑜𝑟𝐼𝑞 + 𝜔𝐿𝑑𝐼𝑑𝑜 − 𝜔𝜑𝑟 + 𝑉𝑞  (5) 

 

where, 𝜑𝑟 denotes the magnetic flux linkage; 𝑅𝑠𝑡𝑎𝑡𝑜𝑟 is the resistance of the stator; 𝐿𝑑 and 𝐿𝑞 

signifies the inductance of the d-q axis in which 𝐿𝑞 varies liable on the 𝐼𝑞  value as mentioned in [31]-[33]. 

However, by modelling 𝐿𝑞 as a function of 𝐼𝑞  as indicated by (6), allows one to consider the impact of 

magnetic saturation. 
 

𝐿𝑞 = 𝐿𝑞1 − 𝐾|𝐼𝑞| (6) 

 

Where, 𝐾 is a constant value with a positive integer. Furthermore, the incorporation of magnetic 

saturation in the framework makes it difficult to directly apply linear-system theory and loss-minimization 

techniques to the IPMSG; therefore, here, this problem is tackled in a nonlinear manner. The electrical torque 

𝑇𝐸  developed in IPMSG is: 
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𝑇𝐸 = −
3

4
𝑃𝑁 [𝜑𝑟𝐼𝑞𝑜 + (𝐿𝑑 − 𝐿𝑞(𝐼𝑞)) 𝐼𝑑𝑜𝐼𝑞𝑜]  (7) 

 

3.2.  Optimum stator q-axis current control 

The optimum 𝐼𝑞  value is determined using the electrical torque as defined in (7). The overall core 

and copper losses 𝐿𝑡𝑜𝑡𝑎𝑙 of the IPMSG serve as the fitness function. The first two constraint equations can be 

evaluated, by addressing the problems with irregular optimization for various IPMSG rotor speeds, the 

optimum value 𝐼𝑞can be attained. To estimate the correlation between the ideal d-q-axis stator current 

constituents and the IPMSG rotor speed, the below equations are used: 
 

𝐼𝑞,𝑜𝑝𝑡 = 𝑘𝑞3𝜔𝑟
3 + 𝑘𝑞2𝜔𝑟

2 + 𝑘𝑞1𝜔𝑟 + 𝑘𝑞0  (8) 
 

The coefficients as noted in (8) only offer the IPMSG’s ideal operating parameters that exceed the 

wind speed rather than the operating values. Thus, the terminal voltage as well as phase current reaches their 

upper limit levels by preventing the best speed tracking control. In this circumstance, the IPMSG can be 

controlled to obtain the highest possible output. 
 

 

4. OPTIMIZATION OF OPTIMAL CURRENT IQ USING HYBRID EA-AVO APPROACH 

4.1.  Maximal wind energy production 

The wind turbine shaft rotation speed is properly measured so that the TPR   is sustained at the 

desired value to attain the most significant energy coefficient without considering the wind speed. As a result, 

wind energy is used to generate high mechanical energy. The optimum rotor speed of IPMSG as stated in (1) 

is directly related to wind speed while 𝑘𝑤𝑡 representing an unchanged value which can be determined by the 

wind turbine constraints. 
 

𝜔𝑟,𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = 𝑘𝑤𝑡𝑉𝑤  (9) 
 

4.2.  Objective function for reducing core and copper losses 

The four primary aspects of the PMSG losses are mechanical loss, stator copper loss, stray-load loss 

and core losses. Furthermore, the fundamental aspects of stator currents may be used to regulate core losses 

as well as the copper losses in the stator, which are entirely dependent on each other. Thus, the system 

achieves increased IPMSG efficiency with the limitations by overcoming the nonlinear optimization 

problems listed follows to decrease the IPMSG’s core and copper losses: 
 

Minimization of 𝐿𝑇𝑜𝑡𝑎𝑙 = 𝐿𝑐𝑜𝑝𝑝𝑒𝑟 + 𝐿𝑐𝑜𝑟𝑒  (10) 
 

Subject to 𝐿𝑐𝑜𝑝𝑝𝑒𝑟 = 1.5𝑅𝑠𝑡𝑎𝑡𝑜𝑟(𝐼𝑑
2 + 𝐼𝑞

2) (11) 
 

𝐼𝑑 = −𝑉−1(𝑊𝐼𝑑𝑒
2 + 𝑋𝐼𝑑𝑒

3 + 𝑌𝐼𝑑𝑒
4 − 𝑍) (12) 

 

𝑉 = 𝜑𝑟3𝜆 + 𝜔2 − 2𝐼𝑞
2𝜎2𝜑𝑟𝐿𝑑

4 𝛼𝜆𝜔2(𝑅𝑠𝑡𝑎𝑡𝑜𝑟 + 𝑅𝑐𝑙) (13) 
 

Where, 𝜑𝑟 = 0.246; 𝑅𝑠𝑡𝑎𝑡𝑜𝑟 = 0.1764, 𝐼𝑑𝑒= Sum of 𝐼𝑑signals, 𝐼𝑞  be the optimal solution with a 

minimum bound of -50 and maximal bound of 10. The 𝜆 be the optimal solution with a minimum bound of 6 

and a maximum bound of 30. 𝑅𝑠𝑡𝑎𝑡𝑜𝑟 and 𝑅𝑐𝑙 implies the resistance of the stator and core-loss: 
 

𝑅𝑐𝑙 = 𝑘𝑟 ∗ 𝜔𝑟 = (0.2083/60) ∗ (1200/60)  (14) 
 

𝜔 =
𝑃𝑛∗𝜔𝑟

2
=

6∗(1200/60)

2
  (15) 

 

𝜎 =
𝐿𝑞

𝐿𝑑
=

20.5822∗10−3

6.24∗10−3   (16) 

 

𝑊 = 3 (
(𝜔2 ∗ 𝐿𝑑

2 ∗ (𝑅𝑠𝑡𝑎𝑡𝑜𝑟 + 𝑅𝑐𝑙) ∗ 𝜑𝑟
2 ∗ 𝛼) + (1 + 𝛼) ∗

(𝐿𝑑𝜑2𝛼𝜆) − ((2 ∗ 𝐼𝑞
2 ∗ 𝜎2 ∗ 𝜑𝑟 ∗ 𝐿𝑑

5 ∗ 𝛼3 ∗ 𝜆 ∗ 𝜔2)(𝑅𝑠𝑡𝑎𝑡𝑜𝑟 + 𝑅𝑐𝑙))
)  (17) 

 

𝑋 = (
(3 ∗ 𝐿𝑑

2 ∗ 𝜑𝑟 ∗ 𝛼2 ∗ 𝜆) + (3 ∗ 𝜔2 ∗ 𝐿𝑑
4 ∗ 𝛼2)

(𝑅𝑠𝑡𝑎𝑡𝑜𝑟 ∗ 𝑅𝑐𝑙) ∗ 𝜑𝑟(1 + 𝛼)
) (18) 

 

𝑌 = (𝐿𝑑
2 ∗ 𝛼3 ∗ 𝜆) + (𝐿𝑑

5 ∗ 𝛼3 ∗ 𝜔2)(𝑅𝑠𝑡𝑎𝑡𝑜𝑟 + 𝑅𝑐𝑙) (19)  
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𝑍 = −(𝐼𝑞
2 ∗ 𝜑𝑟

2 ∗ 𝜎2 ∗ 𝐿𝑑
3 ∗ 𝜆 ∗ 𝜔2 ∗ 𝛼) (20) 

 

𝐿𝑐𝑜𝑟𝑒 = 1.5(𝐼𝑑𝑒
2 + 𝐼𝑞𝑒

2 )𝑅𝑐𝑙(𝜔𝑟) (21)  

 

coreL = 1.5𝜔2 [(𝐿𝑑𝐼𝑑𝑜 + 𝜑𝑟)2 + (𝐿𝑞(𝐼𝑞)𝐼𝑞𝑜)
2

] /𝑅𝑐𝑙(𝜔𝑟)  (22) 

 

From (1)-(3), (6), and (7): 

 

𝑉𝑑 = 𝑅𝑠𝑡𝑎𝑡𝑜𝑟𝐼𝑑 − 𝜔𝐿𝑑(𝐼𝑞)𝐼𝑞𝑜 (23) 

 

𝑉𝑞 = 𝑅𝑠𝑡𝑎𝑡𝑜𝑟𝐼𝑞 + 𝜔𝐿𝑑𝐼𝑑𝑜 + 𝜔𝜑𝑟 (24) 

 

𝐼𝑑𝑜 = 𝐼𝑑 − (𝑉𝑑 − 𝑅𝑠𝑡𝑎𝑡𝑜𝑟𝐼𝑑)/𝑅𝑐𝑙(𝜔𝑟) (25) 

 

𝐼𝑞𝑜 = 𝐼𝑞 − (𝑉𝑞 − 𝑅𝑠𝑡𝑎𝑡𝑜𝑟𝐼𝑞)/𝑅𝑐𝑙(𝜔𝑟) (26) 

 

𝑇𝑀 − 𝑇𝐸 − 𝐷𝜔𝑟 = 0 (27) 

 

𝑇𝑀 = 𝑃𝑀/𝜔𝑟 (28) 

 

𝜔 = 𝑃𝑁𝜔𝑟/2 (29) 

 

𝐼𝑑
2 + 𝐼𝑞

2 ≤ 𝐼𝑚𝑎𝑥
2  (30) 

 

𝑉𝑑
2 + 𝑉𝑞

2 ≤ 𝑉𝑚𝑎𝑥
2  (31) 

 

While, 𝐿𝑐𝑜𝑝𝑝𝑒𝑟  and 𝐿𝑐𝑜𝑟𝑒  signifies the copper and core loss. 𝐼𝑚𝑎𝑥 and 𝑉𝑚𝑎𝑥 denote the maximal 

current and voltage of IPMSG. This paper elaborates on an innovative optimization strategy for higher wind 

power generation with reduced overall loss in PMSG-based Wind energy production systems. Considering [21], 

the TPR, rotor speed𝜔𝑟 and quadrature axis current 𝐼𝑞 will be optimized in the proposed work in such a way 

to enhance wind power generation. Further, the direct axis current 𝐼𝑑will be calculated from the optimized 

rotor speed 𝜔𝑟. The minimization of core loss is considered as the fitness function of 𝐼𝑑 and 𝐼𝑞  axis currents. 

To obtain the optimal solution, a hybrid optimization known as EA-AVO Algorithm is proposed. 

 

4.3.  Proposed EA-AVO approach 

A new meta-heuristic method called AVOA was developed after analyzing the eating and orienting 

habits of African vultures [34]. Vultures are split into two groups depending on their physical abilities by 

how they behave in the wild. Additionally, vultures also spend hours seeking food due to their need to eat, 

which helps them escape the hunger trap. Further, two of the greatest solutions are regarded as the best and 

strongest vultures. 

(i) Choosing the ideal vulture for each group 

According to the fitness performance, both the primary and secondary vultures are chosen for global 

optimization in the initial phase of the AVOA methodology. The subsequent formulae indicate the option of 

selecting the vultures. 

 

𝐻(𝑖) = {
𝐵𝑒𝑠𝑡𝑣𝑢𝑙𝑡𝑢𝑟𝑒1𝑖𝑓 𝑞𝑖 = 𝛿

𝐵𝑒𝑠𝑡𝑣𝑢𝑙𝑡𝑢𝑟𝑒2𝑖𝑓 𝑞𝑖 = 𝜆
  (32) 

 

In (32), the quantitative variables, such as  and  are fixed before the searching procedure.  

Each of these variables has a value that ranges from 0 to 1, and the overall significance of the two parameters 

is equal to 1. A roulette wheel can be used to select any of the finest options using (33). 

 

𝑞𝑖 =
𝑆𝑖

∑ 𝑆𝑖
𝑛
𝑖=1

 (33) 
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If   is very near to one, exploitation may increase. In (34) provides a mathematical formulation for 

the vulture vigour rate, which is determined by vulture behaviour, a shortage of energy and aggressive 

behaviour while seeking food. 

 

𝑆 = (2 × 𝑟1 + 1) × 𝑦𝑖 × (1 −
𝑖𝑡

𝑖𝑡𝑚𝑎𝑥
())  (34) 

 

The vulture’s level of satiety is indicated by the variable 𝑆 in (33) and 𝑖𝑡 shows the present iteration 

count. 𝑖𝑡𝑚𝑎𝑥 be the overall iteration count, and 𝑦𝑖  is a randomized value among -1 and 1, which varies every 

time if it is repeated. The vulture is hungry if the value of 𝑦𝑖  is less than 0; else, there are no vultures; 𝑟1 is an 

arbitrary value that varies from 0 to 1. The equilibrium between exploring and exploiting is achieved in the 

AVOA technique by the value of the variable 𝑆. When the value |𝑆| exceeds 1, it moves into the exploring 

stage else moves to the exploiting stage. 

(ii) Exploring stage 

In this exploring stage, AO [16] is inherited into the AVOA, because AO has its major advantages, 

such as robustness and less overwhelmed by the population size. Moreover, the Aquila recognises the prey 

region and selects the ideal chasing zone by high-level soaring having an upright stoop. The AO investigates 

this area in depth while flying up to identify the search space’s target region. Hence, it is known as the EA-

AVO Algorithm. 

 

𝑞(𝑖 + 1) = 𝐻(𝑖) ∗ (1 −
𝑖𝑡

𝑖𝑡𝑚𝑎𝑥
()𝑚)  (35) 

 

Whereas, 𝐻(𝑖) is the optimal vulture defined in eqn. (32); 𝑞(𝑖 + 1) defines the subsequent iteration’s vulture 

location. 𝑋𝑚 implies the mean value of the present iteration and is given by, 

 

𝑋𝑚 =
1

𝑛
∑ 𝑋𝑖

𝑛
𝑖=1  (36) 

 

𝑞(𝑖 + 1) = 𝐻(𝑖) − 𝑆 + 𝑟2 × ((𝑢𝑏 − 𝑙𝑏) × 𝑟3 + 𝑙𝑏) (37) 

 

where, 𝑟2 and 𝑟3 define the randomized count amongst 0 and 1; 𝑢𝑏 and 𝑙𝑏 implies the top and bottom bounds. 

(iii) Exploiting stage 

During this stage of the AVOA algorithm, convergence and efficacy are defined. For this stage, two 

methods are modified by perceiving two parameters,𝑞2 and 𝑞3. These values range from 0 to 1. All the 

exploiting strategies are outlined here. 

Stage 1: 

In the initial stage, two alternative siege-fight and rotational flight techniques are used. Each 

strategy’s selection is made using 𝑞2, that needs to be evaluated just before the pursuit process and those 

values must be within the range of 0 and 1. This phase starts with the creation of 𝑟𝑞2, an arbitrary value from 

0 to 1. The siege-fight strategy is employed progressively even if the value is larger than or equal to the 

𝑞2factor. The rotating flight method is used, nevertheless, if this randomized number is less than the value of 

𝑞2 and is given in (38). 

 

𝑞(𝑖 + 1) = {
𝐸𝑞𝑛(39)𝑖𝑓 𝑞2 ≥ 𝑟𝑞2

𝐸𝑞𝑛(43)𝑖𝑓 𝑞2 < 𝑟𝑞2
 (38) 

 

Conflict over food: 

When numerous vultures congregate in a single food supply, they can create violent conflicts among 

food. Powerful vultures stay away from less strong vultures throughout such instances. If not, the weaker 

vultures will flock towards the stronger vultures and initiate small battles with them to burn them out and 

grab their food: 

 

𝑞(𝑖 + 1) = 𝑑(𝑖) × (𝑆 + 𝑟4) − 𝐷(𝑡)  (39) 

 

𝐷(𝑡) = 𝐻(𝑖) − 𝑞(𝑖)  (40) 

 

𝑑(𝑖) = |𝑋 × 𝐻(𝑖) − 𝑞(𝑖)|  (41) 
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Here, 𝑟4signifies the randomized count among 0 and 1 that raises the randomness factor. Among the 

two different pairs of vultures, 𝐻(𝑖) was selected as one of the optimal vultures. The vulture’s current vector 

location is indicated by 𝑞(𝑖). This equation provides the separation among vultures, one of the most 

prominent vultures of both groups. 𝑋 = 2𝑟 is a quantity vector to enhance the randomized action, which 

varies with every iteration. 

Vultures’ ability to rotate: 

Spiral motion is used in this stage to mimic rotating motion. With this approach, a spiral calculation 

is established among each vulture and is considered as one of the two most vultures. Thus, the rotating flight 

expression is given in (42) and (43). 

 

𝑉1 = 𝐻(𝑖) × (
𝑟5×𝑞(𝑖)

2𝜋
) × 𝑐𝑜𝑠(𝑞(𝑖))  

 

𝑉2 = 𝐻(𝑖) × (
𝑟6×𝑞(𝑖)

2𝜋
) × 𝑠𝑖𝑛(𝑞(𝑖))  (42) 

 

𝑞(𝑖 + 1) = 𝐻(𝑖) − (𝑉1 + 𝑉2) (43) 

 

Stage 2: 

All vulture’s movements regarding the food supply are evaluated at this stage. The 𝑞3 variable is 

defined in (44) to calculate the selecting rate for every method; while 𝑟𝑞3 is an arbitrary count among zero 

and one. 

 

𝑞(𝑖 + 1) = {
𝐸𝑞𝑛(47)𝑖𝑓 𝑞3 ≥ 𝑟𝑞3

𝐸𝑞𝑛(48)𝑖𝑓 𝑞3 < 𝑟𝑞3
  (44) 

 

Various vulture groups congregated at their food source: 

The direction of each vulture’s flight towards the food source is watched. When there is a strong 

battle for food and vultures are starving, several groups of vultures might congregate in a single food source. 

Here, AO uses the target’s chosen location for its benefit to approach and attack the victim: 

 

𝐴1 = (𝐵𝑒𝑠𝑡𝑣𝑢𝑙𝑡𝑢𝑟𝑒1(𝑖) − 𝑋𝑚 ∗ 𝛼 − 𝑟 + (𝑢𝑏 − 𝑙𝑏) ∗ 𝑟 + 𝑙𝑏) ∗ 𝛽 (45) 

 

𝐴2 = (𝐵𝑒𝑠𝑡𝑣𝑢𝑙𝑡𝑢𝑟𝑒2(𝑖) − 𝑋𝑚 ∗ 𝛼 − 𝑟 + (𝑢𝑏 − 𝑙𝑏) ∗ 𝑟 + 𝑙𝑏) ∗ 𝛽 (46) 

 

While, 𝛼 and 𝛽 implies the exploited alteration constraints with a low value of 0 and 1. 

𝐵𝑒𝑠𝑡𝑣𝑢𝑙𝑡𝑢𝑟𝑒1(𝑖) and 𝐵𝑒𝑠𝑡𝑣𝑢𝑙𝑡𝑢𝑟𝑒2(𝑖) represents the top vultures in the first and second group of the 

present iteration: 

 

𝑞(𝑖 + 1) =
𝐴1+𝐴2

2
  (47) 

 

In the end, all vultures are aggregated using (47), where 𝐴1 and 𝐴2 are determined employing (45) 

and (46), where 𝑞(𝑖 + 1) signifies the vector representing the vulture spot in the subsequent iteration. 

Fighting for food aggressively: 

The primary vultures are feeling weak and starving at this stage, but they are also becoming hostile. 

Moreover, it should also approach the leading vulture from different angles. This movement was modelled 

using (48). 

 

𝑞(𝑖 + 1) = 𝐻(𝑖) − |𝐷(𝑡)| × 𝑆 × 𝐿(𝑑)  (48) 

 

The EA-AVO technique in (48) has been made more effective by utilizing the levy flight function’s 

flight patterns. Algorithm 1 exposes the pseudocode of the developed EA-AVO approach. Figure 2 depicts 

the flow diagram of the created EA-AVO technique. 

 

Algorithm 1. Pseudocode of EA-AVO approach 
Pseudocode of EA-AVO Approach 

Prepare the randomized populace 𝑞𝑖 

While (the stop condition is not met) do 

        Calculate the fitness of the vulture 

         Set 𝑏𝑒𝑠𝑡𝑣𝑢𝑙𝑡𝑢𝑟𝑒1as the top best vulture spot 
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          Set 𝑏𝑒𝑠𝑡𝑣𝑢𝑙𝑡𝑢𝑟𝑒2as the next ideal vulture position 

for (every 𝑞𝑖vulture) do 

       Using 32) select 𝐻(𝑖) 
        Using (34) update the 𝑆 

  if (|𝑆| ≥ 1)then 

if (𝑞1 ≥ 𝑟𝑞1)then 
     The position of the vulture is updated in (35) 

else 

 (37) will be upgraded 

if (|𝑆| < 1)then 
if (|𝑆| ≥ 0.5)then 

if (𝑞2 ≥ 𝑟𝑞2)then 
          The position of the vulture is updated in (39) 

   else 

(43) will be upgraded 

else 

if (𝑞3 ≥ 𝑟𝑞3)then 
     The position of the vulture is updated in (47) 

else 

(48) will be upgraded 

Return the best vulture 

 

 

 

 

Figure 2. Flowchart of proposed EA-AVO approach 
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5. RESULTS AND DISCUSSION 

5.1.  Simulation setup 

In MATLAB 2021b, simulations were run for the suggested model to control PMSG-based wind 

power generation using a hybrid EA-AVO approach. The stability and dynamic performances of the WTG 

system are shown in this part to exemplify the potency of the suggested controlling approach. Regarding 

copper loss, Core loss and Total loss, the performance of the preferred model was compared to other widely 

used techniques including AQO [35], AVOA [34], GOA [36], and WHO+PI [22]. Table 2 design parameters. 
 
 

Table 2. design parameters 
Parameters Values 

Blade pitch angle Beta = 35 
Rotor speed wg = 1200/60 

Wind speed Vw = 10 

Constant Kw = 0.1 
Rs  0.1764 

Kr  0.2083/60 

Ld 6.24*10^ (-3) 
Lq 20.5822*10^-3 

sim  0.246 

 

 

5.2.  Performance findings with regard to losses 

Table 3 depicts the outcomes in terms of copper loss, which demonstrates that the suggested model 

is superior to other approaches almost at all rotor speeds. The rotor speed is raised in this instance from 50 to 

1000 in ascending sequence. The suggested approach gives minimum copper loss when compared to the 

standard techniques at any speed. The results of the core loss for both the presented and traditional strategies 

are summarised in Table 4. Table 3 core loss demonstrates that even when the speed of the rotor increases, 

the core loss of the suggested framework is significantly lower than that of standard approaches. In particular, 

at rotor speed 500 rpm, the suggested scheme acquired less core loss of 95.181, which is superior to AQO, 

AVOA, GOA, and WHO+PI. This outcome supports the importance of the suggested work. The betterment 

is due to the deployment of a hybrid EA-AVO algorithm that combines the concepts of AOA and AVOA, 

which helps in optimally handling the polynomial restrictions to maximize wind energy output by 

minimizing IPMSG losses. 

The total loss, also known as the aggregate loss, is summarised in Table 5. Both core and copper 

losses are included in the total loss. The total loss at a single speed of the rotor has been summarised in the 

table, while the novel approach outperforms the standard ones. We found that the suggested approach 

achieves a lower total loss of 149.62 at the starting stage of 50 rotor speed, and it is 36.46% better than AQO, 

36.17% better than AVOA, 36.59% better than GOA approaches, 36.42%, and better than WHO+PI 

approaches. The proposed method in this study tended to have an inordinately higher proportion of 149.63 
for 1000 rotor speed which is 36.38%, 0.16%, 38.39%, and 36.38% better when compared to the suggested 

model to other current approaches like AQO, AVOA, GOA, and WHO+PI. 
 

 

Table 3. Performance of proposed control schemes in terms of copper loss 
Rotor speed AQO AVOA GOA WHO+PI [22] PROP 

50 0.000141 0.001152 0.00116 8.34E-05 54.434 

100 0.000202 41.11 0.00014 0.00013462 54.434 
150 0.000414 0.000292 0.00029 20.146 54.429 

200 0.000535 57.039 0.00051 0.00050819 54.435 

250 0.001859 51.37 0.00078 0.00077401 54.435 
300 0.000715 39.62 0.00108 0.0010815 54.436 

350 0.002291 50.522 0.00142 0.0014229 54.435 

400 0.001745 53.748 0.00179 0.0017894 54.437 
450 0.003016 54.693 0.00217 0.002174 54.437 

500 0.002746 34.816 0.00257 0.0025694 54.439 

550 0.004132 0.72421 0.00297 0.0029692 54.439 
600 0.003608 74.546 0.00337 0.0033689 54.431 

650 0.005936 37.365 0.00376 0.0037634 54.442 

700 0.004566 64.423 0.00415 0.0041499 54.443 
750 0.005318 51.527 0.00453 0.0045252 54.443 

800 0.005635 51.401 0.00489 0.0048874 54.444 

850 0.004225 2.8607 0.00524 0.0052352 54.44 
900 0.009303 57.029 0.00557 0.0055672 54.445 

950 0.005729 48.872 0.00588 0.0058833 54.447 

1,000 0.009928 49.882 0.00618 0.0061829 54.448 
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Table 4. Performance of proposed scheme in terms of core loss 
Rotor speed AQO AVOA GOA WHO+PI [22] PROP 

50 235.51 234.4 235.96 235.34 95.182 
100 235.24 109.99 235.24 235.22 95.183 

150 235.21 235.18 235.21 316.36 95.187 

200 235.19 92.631 235.23 235.19 95.182 
250 235.23 98.319 235.21 235.19 95.183 

300 235.19 112.21 235.2 235.19 95.182 

350 235.2 99.252 235.2 235.19 95.184 
400 235.19 95.898 235.2 235.19 95.182 

450 235.19 94.931 235.2 235.19 95.183 

500 235.19 118.34 235.2 235.19 95.181 
550 235.2 215.93 235.19 235.19 95.182 

600 235.2 77.973 235.2 235.2 95.191 

650 235.2 115.52 235.2 235.2 95.181 
700 235.2 85.861 235.2 235.2 95.181 

750 235.2 98.164 235.2 235.2 95.181 

800 235.2 98.301 235.2 235.2 95.181 
850 235.21 197.94 235.21 235.2 95.186 

900 235.21 92.649 235.21 235.21 95.182 

950 235.21 102.66 235.21 235.21 95.181 
1,000 235.22 99.993 235.21 235.21 95.181 

 

 

Table 5. Performance of the current scheme in terms of overall loss 
Rotor speed AQO AVOA GOA WHO+PI [22] PROP 

50 235.51 234.41 235.96 235.34 149.62 
100 235.24 151.1 235.24 235.22 149.62 

150 235.21 235.18 235.21 336.51 149.62 

200 235.19 149.67 235.23 235.19 149.62 
250 235.23 149.69 235.21 235.19 149.62 

300 235.19 151.83 235.2 235.19 149.62 

350 235.2 149.77 235.2 235.19 149.62 
400 235.19 149.65 235.2 235.19 149.62 

450 235.2 149.62 235.2 235.19 149.62 

500 235.19 153.16 235.2 235.19 149.62 
550 235.2 216.65 235.2 235.2 149.62 

600 235.2 152.52 235.2 235.2 149.62 

650 235.21 152.88 235.2 235.2 149.62 
700 235.2 150.28 235.2 235.2 149.62 

750 235.21 149.69 235.21 235.21 149.62 

800 235.21 149.7 235.21 235.21 149.63 
850 235.21 200.8 235.21 235.21 149.63 

900 235.22 149.68 235.21 235.21 149.63 

950 235.21 151.54 235.22 235.21 149.63 
1,000 235.23 149.88 235.22 235.22 149.63 

 

 

5.3.  Input and output power 

A permanent magnet synchronous motor (PMSM) is an AC electric motor that uses magnetic 

interaction to transform electrical energy into mechanical energy. This section discusses the mechanical input 

and electrical output power of the IPMSG for different rotor speeds. Table 6 provides a summary of the 

projected EA-AVO model’s mechanical inputs as well as electrical output power. From Table 6 it can be that 

when the rotor speed is 500 rpm the electrical output power attained by the proposed EA-AVO method  

is -1.3388(W). Likewise, at rotor speed 1000, the mechanical input power is -2.6799 and the electrical output 

power is -2.6788.  

 

5.4.  Ideal value of IqVs speed of the rotor 

To enhance wind power generation the quadrature axis current 𝐼𝑞 is optimized using the proposed 

EA-AVO method. The graphic assessment in Figure 3 examines the effectiveness of the suggested scheme 

along with different techniques for achieving ideal values of 𝐼𝑞,𝑜𝑝𝑡 against IPMSG rotational speed.  

The graphs are displayed with rotor speeds ranging from 0 to 1,200. It is clear from Figure 3 that the ideal 

values of the novel EA-AVO strategy provide a superior optimal solution when compared to other 

conventional methods like AQO, AVOA, GOA, and WHO+PI. 
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Table 6. Input/output power of proposed EA-AVO 
Rotor speed Mechanical input power Electrical output power 

50 -0.13386 -0.13277 
100 -0.26795 -0.26795 

150 -0.40195 -0.40078 

200 -0.53595 -0.53479 
250 -0.66995 -0.66876 

300 -0.80389 -0.80272 

350 -0.93795 -0.93674 
400 -1.0719 -1.0706 

450 -1.2059 -1.2048 

500 -1.3399 -1.3388 
550 -1.4739 -1.4727 

600 -1.6079 -1.6068 

650 -1.7419 -1.7407 
700 -1.8759 -1.8748 

750 -2.0099 -2.0085 

800 -2.1439 -2.1427 

850 -2.2779 -2.2768 

900 -2.4119 -2.4111 

950 -2.5459 -2.5448 
1000 -2.6799 -2.6788 

 

 

 
 

Figure 3. Achieved ideal value of 𝐼𝑞,𝑜𝑝𝑡 

 

 

5.5.  Convergence analysis 

By altering the number of iterations from 0 to 100, Figure 4 illustrates the cost function assessment 

of the offered technique. It is clear from the graph that the created model successfully lowers the loss when 

compared to other prevailing schemes. Initially, the cost function of the suggested system is 401.67, which is 

60.08%, 7.93%, 22.92%, and 76.88% better than the AQO, AVOA, GOA, and WHO+PI strategies. 

Nevertheless, the cost function of the suggested model decreases as the number of iterations rises, and is seen 

from the curve given in the graph. According to Figure 4, the selected approach achieved a quick 

convergence of 148.03 better than AQO, AVOA, GOA, and WHO+PI, respectively, for the 80th iteration 

with a minimised cost function. The suggested model also achieved a quick convergence at iteration 100, 

equal to 148.03, which is better than AQO, AVOA, GOA and WHO+PI by 37.13%, 1.05%, 71.15%, and 

37.12% respectively. Our study suggests that AI-AVO’s method is superior to other standard approaches 

with a minimized cost function. The proposed method may benefit from the conceptual incorporation of 

prevailing techniques, like the aquila optimization algorithm (AOA) and the AVO algorithm without 

adversely impacting the parameter setting. 

 

5.6.  Optimization efficiency 

The line graph in Figure 5 proves the suggested strategy’s effectiveness. This has been demonstrated 

by distinguishing between concepts such as, with and without optimization. The efficacy rating has been 

established in percent for all rotor speeds. There is no doubt that the offered technique with optimisation has 

produced better outcomes and higher efficacy. Instantly, while the rotor running at 50 rpm, the developed 

design with an optimization approach has improved effectiveness to a level of 98.7%, as well as the curve 
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rises slowly as it approaches the highest speed of 1,000 Nm. As shown in Figure 5, the suggested model with 

optimization has demonstrated greater efficiency in comparison to the proposed model without optimisation. 

 

 

  
  

Figure 4. Convergence graph of preferred AI-AVO 

approach 

Figure 5. Optimization efficiency performance 

 

 

6. DISCUSSION 

This study explored a comprehensive optimization strategy for the highest wind power generation 

with a reduced overall loss in PMSG-based WEGS. Here, the results of the proposed model have been 

compared with existing models like AQO [35], AVOA [34], GOA [36], and WHO+PI [22] concerning the 

copper loss, core loss and total loss. The analysis based on losses reveals that that the suggested method 

attains a lower total loss of at the starting stage of 50 rotor speed, and is better than AQO, AVOA, GOA, and 

WHO+PI approaches. Likewise, the analysis of convergence shows that the proposed method attains quick 

convergence than the AQO, AVOA, GOA, and WHO+PI. Likewise, the proposed model offers better 

efficiency when compared with the proposed model without optimisation. This superiority is due to the 

conceptual incorporation of prevailing techniques, like the AOA and the AVO algorithm. According to the 

results of this experimental work, the PMSM is the most effective way to simulate the features of wind 

turbines for use in the study and creation of WECSs. However, further and in-depth studies may be needed to 

confirm the limitations of this study, especially regarding the nonlinear dynamical system stabilization 

problem that has not been focused. 

 

 

7. CONCLUSION 

The recent observations suggest that there is a need for an efficient MPPT technique for modern 

conversion systems. This article suggested a novel optimization strategy for the highest wind power 

generation with a reduced overall loss in PMSG-based WEGS. The TPR, rotor speed 𝜔𝑔, and quadrature axis 

current 𝐼𝑞  will be optimized in the proposed work to enhance the generated wind energy. Further, the direct 

axis current 𝐼𝑑 will be calculated from the optimized rotor speed 𝜔𝑔. The optimization will be carried out 

using the hybrid optimization named AI-AVO algorithm. Regarding core loss, copper loss, and total loss, the 

effectiveness of the suggested framework has been contrasted to those of various methods already in use, 

including AQO, AVOA, GOA, and WHO+PI. Additionally, the recommended system’s effectiveness was 

shown. Our findings provide conclusive evidence that the suggested model attains less overall loss of 149.62 

at the starting stage of 50 rotor speed, and it was 36.46% better than AQO, 36.17% better than AVOA, 

36.59% better than GOA approaches 36.42% and better than WHO+PI approaches. For 1000 rotor speed,  

it is seen that the current model is 149.63, which is 36.38%, 0.16%, 38.39%, and 36.38% better when 

compared to the suggested model to other current approaches, like AQO, AVOA, GOA, and WHO+PI 

individually. Our study demonstrates that the outcomes attained are more resilient than previous studies.  

The proposed method has overcome the issues in the existing work like low convergence, copper loss, core 

loss, total loss, and less efficiency. Future studies may explore on the sensorless control scheme for PMSG-

based WECS, with feasible ways of producing a sensorless control scheme for PMSG-based WECSs. 
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