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 In the evolving landscape of information retrieval and natural language 

processing, the quest for more effective automatic keyword extraction (AKE) 

techniques from textual documents has become a pivotal research focus. 

Existing methodologies, while offering valuable insights, often grapple with 

the challenges posed by the imprecision and variability inherent in human 

language. This has led to a growing recognition of the need for innovative 

approaches to navigating textual content’s nuances more adeptly. In response 

to this imperative, this paper proposes a novel fuzzy indexing approach 

designed specifically for the indexing of textual documents. Fuzzy indexing, 

grounded in the principles of fuzzy logic, provides solutions for handling the 

inherent uncertainty and imprecision in natural language, especially when 

confronted with the intricacies of linguistic ambiguity and variability.  

By leveraging the power of fuzzy logic, we aim to enhance the precision of 

keyword extraction.  This paper unfolds the intricacies of our fuzzy indexing 

approach, detailing the theoretical methodology through empirical evaluation 

and comparative analysis; we seek to demonstrate the efficacy of our approach 

in outperforming traditional methods in the context of fuzzy indexing for 

textual documents. 
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1. INTRODUCTION 

The classical form of logic plays a significant role in various disciplines and has a wide-ranging 

application [1]. However, it is limited to expressing data with Boolean values, namely true and false. To address 

this limitation, fuzzy logic was introduced to allow for the characterization of elements in a gradual manner [2]. 

In this context, Professor Zadeh proposed fuzzy logic as an extension of Boolean logic in the 1960s [3].  

In this field, precision and strictness in statements are not the primary focus; instead, the emphasis lies on the 

ability to handle ambiguous propositions [4]. This manuscript specifically aims to develop a robust 

quantification system for measuring the degree of relevance, known as connection, focusing on achieving a 

higher level of comprehension accuracy for key expressions. Besides, indexing plays a crucial role in the data 

processing sequence, as it involves searching to determine the most effective approach to extract the essential 

information that fulfills the requirements [5]. The data retrieval process should be swift and efficient, 

highlighting the significance of using the textual document as a foundational structure [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Previous studies [7]–[9] have introduced unsupervised keyword extraction approaches that 

incorporate n-grams with word and document embedding [10]. These approaches include methods for 

composing document vectors using word vectors and their idf-scores [11], as well as leveraging higher-order 

word n-grams to enhance unigram embedding and generate document embedding [12]. Performance 

evaluations on multiple datasets demonstrated the effectiveness of combining higher-order word n-grams, 

retrofitted glove embedding [10], and document embedding for keyword extraction. Notably, the use of  

bi-gram retrofitted embedding [13] led to significant improvements compared to baseline approaches. 

Li et al. [14] introduce a probabilistic model that operates in a semi-supervised setup. Their approach 

integrates graph-based information from a document into a Bayesian framework by utilizing an informative 

prior. This incorporation enables their model to support formal statistical inference, enhancing its effectiveness 

in capturing document characteristics. They used a fuzzy inference system to calculate sentence scores and 

applied bidirectional gated recurrent units to remove redundant or similar sentences. Additionally, they 

generated abstractive summaries based on the selected sentences [15]. 

Terrada et al. [16], the authors propose a post-processing approach to enhance the performance of 

automatic keyword extraction (AKE) methods by incorporating semantic awareness through part-of-speech 

(PoS) tagging. Conneau et al. [17] evaluate their supervised approach by considering word types obtained from 

PoS tagging, specialized terms from context-dependent thesauri, and named entities [16]–[18] as sources of 

semantic information. The authors demonstrate the positive impact of their approach on improving AKE 

methods by integrating these semantic elements. Ye et al. [19] and Tsukagoshi et al. [20] focused on improving 

the processing of long multi-documents. 

These indexing approaches face three main challenges. Firstly, they often produce multiple potential 

indexes, including both correct and incorrect ones. As a result, human intervention is required to determine the 

accuracy of the generated indexes. Secondly, many of these techniques are designed for structured corpora, 

neglecting the potential benefits of indexing large unstructured documents. The structure of textual documents, 

including subtitles, keywords, titles, and chapters, contains valuable information that is often overlooked. 

Finally, existing indexing approaches and performance evaluation techniques exhibit limited accuracy when it 

comes to matching indexes with annotated keywords in textual documents. 

Therefore, the most important endowment of our work involves mainly these four contributions: 

− We are proposing a new optimal n-gram graph-based technique for textual document indexing. 

− We are proposing an improved algorithm for keyword extraction. 

− Coming up with new fuzzy logic-based techniques for calculating the degree of relevance of the generated 

keywords within a corpus of textual documents. 

− We implement and evaluate the proposed technique on a real-world domain dataset with annotated 

keywords. 

Comparing our proposed technique to other models shows that our approach can reach a high level of 

accuracy using some important measures (precision, recall, and overall) and empirical results indicate that our 

technique outperforms plenty of models in terms of precision and accuracy. The subsequent sections of this 

paper are structured as follows: In section 1, we delve into the introduction, motivation, and contributions of 

this research. In section 2 elucidates the fuzzy logic-based method of n-gram word indexing for textual 

document representation. Section 3 presents the experimental results and provides a comprehensive analysis 

and interpretation. Finally, in section 4, we offer concluding remarks on this study and outline potential avenues 

for future research exploration. In the next section, we will present our fuzzy logic-based approach, which is a 

solution to the performance of index generation problems such as allowing the representation of uncertainty 

and imprecision in linguistic expressions, enabling a more flexible and nuanced handling of document content. 

 

 

2. METHOD 

2.1.  Using N-gram graph process for indexing 

The importance of a specific document is directly related to the meaning and significance of each 

sentence and the corresponding terms within them, which collectively contribute to the knowledge conveyed 

in the document [21]. Therefore, to quantify the significance of the document, it becomes necessary to quantify 

the importance of each term within it. The schema in Figure 1 describes decently our indexing approach process 

from the split phase to the matching accuracy phase. 

The process of fuzzy indexing involves calculating the membership degree of each term in the 

document’s fuzzy set after transforming the textual document into an n-gram graph, then considering each  

n-gram word as a fuzzy term. This is done by considering the linguistic characteristics and context of the terms 

within the document and comparing them to a predefined fuzzy vocabulary or knowledge base. The resulting 

fuzzy representation of the document enables more sophisticated information retrieval techniques, including 
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fuzzy matching, fuzzy clustering, and fuzzy similarity comparisons, to be applied in various applications such 

as text summarization, information retrieval, and content-based document comparison. 

 

 

 
 

Figure 1. Our fuzzy indexing approach process 

 

 

Consider the following definitions: Let: S = {𝑆1,𝑆2,...} represent the set of vertices in the graph, where 

each Si corresponds to a keyword extracted from the textual document td. Then Ω = {𝑉𝛺 , 𝐸𝛺, L, W} represents 

the graph, where: 

− 𝑉𝛺 = 𝑆𝑖 is the set of vertices v in the graph. 

− 𝐸𝛺 Is the set of edges, denoted as e, with each edge having the form e = {𝑣1,𝑣2}, indicating a connection 

between vertex 𝑣1 and vertex𝑣2. 

− L: 𝑉𝛺 -> B is a function that assigns labels to the set of vertices. It assigns a label to each vertex in the 

graph. 

− W: 𝐸𝛺 -> Q is a function that assigns weights, denoted as w(e), to the set of edges. It assigns a weight value 

to each edge in the graph. 

Figure 2 describes decently the first phase of our indexing process from a structured textual document to an  

N-gran graph; starting with the preprocessing step, then the transformation step namely the tokenization using 

our improved Levenshtein algorithm see in algorithm 1: 

 

 

 
 

Figure 2. Our detailed word extraction process using the N-gram graph approach 

 

 

We have optimized the algorithm that we have proposed to resolve the limitations that face a lot of 

other algorithms such as the Jaccard similarity algorithm [22] and cosine similarity algorithm [22] by using 

firstly, the porter stemming function [23] reduces words to their root forms, which helps consolidate similar 

words and reduce vocabulary size. Secondly, a set of stop words from the natural language toolkit (NLTK) 

library [24] to filter out n-grams that contain commonly occurring and less informative words. Thirdly, the 

NLTK library’s N-grams function to efficiently generate N-grams from the document. Finally, the 

defaultdict class from the collection module is used to store the n-gram graph, providing a convenient way 

to manage occurrence counts [25]. 
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Algorithm 1. The tokenization from textual document to N-gram graph algorithm 
Start 

  The inputs:  

       ptd: A specific preprocessed textual document  

       n: the number of n-grams 

  The outputs: the set of n-gram word S𝛺𝑚 

       S𝛺𝑚← defaultdict(int) 

       stemmer ← PorterStemmer() 

       stop_words ← set(stopwords.words('English)) 

       For ngram in ngrams (ptd, n): 

          stemmed_ngram ← tuple(stemmer.stem(token)) 

          If any (token in stop_words for token in stemmed_ngram): 

            ngram_str ← join((stemmed_ngram), ' ') 

            S𝛺𝑚[ngram_str] + 1 

          End if 

       End for 

       Return S𝛺𝑚 

  End 

 

2.2.  Quantifying N-gram word occurrence using our fuzzy logic approach 

In the context of fuzzy logic, a document, which is transformed into an n-gram graph, is represented 

as a set of fuzzy terms denoted as x. To determine the value and significance of a specific expression within  

a textual document, it is imperative to calculate the membership degree of that expression within the fuzzy set. 

The relationship between the document and the expression can be defined as (1). 

 

₯ =  𝑇𝐷 × Ṭ → [0,1] , ₯(𝑡𝑑𝑥) =  𝐷𝑒𝑔𝑟𝑒𝑒(𝑡, 𝑡𝑑)  (1) 

 

Where: 

Ṭ : is the set of all terms  

TD : is the set of documents within the corpus.  

The mentioned function (1) assigns a weight value to each term index, which plays a crucial role in 

determining the relevance of a document. The search aspect primarily focuses on how the weight calculation 

function computes term degrees. Various functions exist that calculate term frequencies within a specific 

document or a large corpus of textual documents [26]. A keyword is considered highly valuable if it appears 

in the document’s title or abstract [27]. Conversely, if it appears in the footnotes or references section,  

its importance diminishes. Consequently, the repetition score of a term can be easily determined by examining 

its location within the document.  

We have come up with a fuzzy description for textual documents, which facilitates the quantification 

of word importance. To determine the degree of importance of a word, represented by a specific term (t), within 

a textual document (td), we calculate the ratio of its importance within each constituent part (m) of the 

document. Each section carries a certain level of importance, denoted by values between 0 and 1 [28], [29], 

indicating where the search should focus for related terms. Subsequently, for each section, we require  

a mathematical function that quantifies the significance level of the term (t) in that particular section (𝑆𝑖). 

Finally, the various degrees associated with different parts are typically linked to a fuzzy function that 

encompasses multiple linguistic quantifiers [30]. These quantifiers, such as “all,” “at least once upon a time,” 

“about multiple different times,” and others, generally reflect a user’s preference regarding the presence 

requirement of a term (typically a word) [31]. To quantify the membership degree of a particular expression𝑥𝑖, 

we employ our core mathematical function called 𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑜𝑐𝑐𝑢𝑟𝑒𝑛𝑐𝑒(t,𝑡𝑑). This function calculates the count 

of occurrences of the expression x within the specific textual document td. By applying this function, we can 

determine the degree to which expression 𝑥𝑖 is present or relevant within 𝑡𝑑1 [32]: 

 

𝐷𝑒𝑔𝑟𝑒𝑒(𝑥𝑖 , 𝑡𝑑) =  
∑  𝑛

𝑖=1  
𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑜𝑐𝑐𝑢𝑟𝑒𝑛𝑐𝑒(𝑥𝑖,𝑡𝑑)

𝑚
 (2) 

 

Here, m refers to the occurrence number of the term that is repeated the most of time within the textual 

document td. It serves as a normalization factor to determine the relative relevance of other terms in comparison 

to the most frequently repeated term [33]. To calculate the relevance degree of a term within a textual 

document, we have proposed (1) and (2) which quantify the degree of relationship of an expression within  

a specific document. Here, we can distinguish two main cases: to assess the degree of relevance between two 

terms within the same textual document (namely two N-gram words in the same graph), we propose the 

function (3); to assess the degree of relevance between two terms in two entirely different textual documents 

(namely two N-gram words in two different graphs), we propose and employ the calculation method in (4). 
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This implementation not only highlights the practicality of the approach but also emphasizes its 

potential for enhancing overall performance in handling textual data. We conducted these evaluations using 

extracts from our datasets. The results demonstrated a notable improvement in efficiency, highlighting the 

effectiveness of the proposed fuzzy functions (5) and (6). The ‘n’ represents the count of grams used in the 

indexing procedure of the document in question; it refers to the same n in the n-gram graph concept. Therefore, 

the general representation of our proposed fuzzy functions will be as represented in (7) for the case of 

calculating the fuzzy precision value of different terms in the same textual document, in (8) for the other case 

of calculating the fuzzy precision value of multiple different terms in many distinct textual documents. 
 

𝜑𝑥𝑖,𝑗(𝑡𝑑1)  =  
𝑀𝑎𝑥𝑖𝑚𝑢𝑚 ((𝜑𝑥𝑖(𝑡𝑑1)),(𝜑𝑥𝑗(𝑡𝑑1)))× 𝑛

𝑛−1
  (3) 

 

𝜓𝑥𝑖,𝑗(𝑡𝑑1, 𝑡𝑑2) =
𝑀𝑖𝑛𝑖𝑚𝑢𝑚  ((𝜑𝑥𝑖(𝑡𝑑1)),(𝜑𝑥𝑗(𝑡𝑑2)))× 𝑛

𝑛−1
 (4) 

 

𝜑𝑥𝑖,𝑗,𝑤(𝑡𝑑1) =  
𝑀𝑎𝑥𝑖𝑚𝑢𝑚 ((𝜑𝑥𝑖(𝑡𝑑1)),(𝜑𝑥𝑗(𝑡𝑑1)),(𝜑𝑥𝑤(𝑡𝑑1)))× 𝑛

𝑛−1
 (5) 

 

𝜓𝑥𝑖,𝑗,,𝑤(𝑡𝑑1, 𝑡𝑑𝑤) =  
𝑀𝑖𝑛𝑖𝑚𝑢𝑚 ((𝜑𝑥𝑖(𝑡𝑑1)),..,(𝜑𝑥𝑤(𝑡𝑑𝑤)))× 𝑛

𝑛−1
         (6) 

 

𝜑𝑥𝑖,𝑗(𝑡𝑑1) = {

0
𝑀𝑎𝑥𝑖𝑚𝑢𝑚 ((𝜑𝑥𝑖(𝑡𝑑1)),(𝜑𝑥𝑗(𝑡𝑑1)))× 𝑛

𝑛−1

1

} (7) 

 

𝜓𝑥𝑖,𝑗(𝑡𝑑1, 𝑡𝑑2) = {

0
𝑀𝑖𝑛𝑖𝑚𝑢𝑚 ((𝜑𝑥𝑖(𝑡𝑑1)),..,(𝜑𝑥𝑤(𝑡𝑑𝑤)))× 𝑛

𝑛−1

1

} (8) 

 

The fuzzy value, in (7) and (8), of 1 indicates that the generated keywords have been found in all the 

textual documents within the corpus under consideration. This implies that the keywords are present across the 

entire corpus. A fuzzy value between ‘0’ and ‘1’ suggests that the index or keyword has appeared multiple 

times in different textual documents within the corpus. While not present in every document, it demonstrates 

a recurring presence throughout the corpus. Finally, a fuzzy value of 0 signifies that the keyword in question 

is not present in any of the textual documents within the corpus. This means that none of the documents contains 

the specific keyword. 
 

 

3. EVALUATION 

3.1.  Datasets 

In this section, we will introduce the datasets employed to assess our fuzzy logic-based approach. 

Furthermore, we will determine the superior one among the four approaches used for AKE by evaluating their 

performance through precision, recall, and overall metrics. Subsequently, we will conduct a comparative 

analysis of our method’s performance against other AKE methods. 

Table 1 outlines the datasets employed by the methods under investigation. Notably, methods 

leveraging deep learning (DL) techniques necessitate extensive datasets for effective training. Unfortunately, 

up until 2017, the largest available database contained merely 2,304 scientific articles [34], rendering it 

insufficient for training recurrent neural networks (RNN). However, the introduction of KP20K, comprising 

527,430 documents, has become the preferred dataset for methods emerging after 2017. Furthermore, the 

majority of the methods under examination rely on three datasets to evaluate their performance; these are 

detailed in Table 1 as performance evaluation datasets for AKE methods. It is noteworthy that a recent dataset, 

KPTimes [35], consisting of 259,923 training documents, has been introduced but remains untapped in the 

evaluation of AKE methods. 
 

 

Table 1. The datasets 
Dataset Documents Documents type Language Tokens Annotation Usage rate 

NUS [36] 211 Full paper English 8398.30 Reader 50% 

Krapivin [34] 2304 Full paper English 8040.74 Author 42% 

Semeval [36] 244 Full paper English 7961.20 Both 58% 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 A novel fuzzy logic-based approach for textual documents indexing (Latifa Rassam) 

259 

3.2.  Evaluation metrics 

In addition to our fuzzy logic-based degree of relevance calculation approach, we employ the following 

metrics [37] to evaluate the accuracy of our generated indexes using our new approach. The results of these 

measurements remain relative because the number of words extracted and the nature and length of the document 

affect them. In addition, methods that do not predict phrases that do not exist in the document will have fewer 

results when using these measures. It will therefore be necessary to think about other ways of evaluating 

performance that go beyond these constraints. These measures serve as key indicators of index quality (9). 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝐴𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑖𝑛𝑑𝑒𝑥

𝐴𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑖𝑛𝑑𝑒𝑥 + 𝐼𝑛𝑎𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑖𝑛𝑑𝑒𝑥
 (9) 

 

As shown in (9) this measure assesses the accuracy of the generated indexes. 
 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝐴𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑖𝑛𝑑𝑒𝑥

𝑀𝑖𝑠𝑠𝑒𝑑 𝑖𝑛𝑑𝑒𝑥 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑖𝑛𝑑𝑒𝑥
 (10) 

 

As shown in (10) measures the effectiveness of the generated indexes by evaluating the proportion of relevant 

terms that are correctly identified and included in the index. 
 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 = 𝑅𝑒𝑐𝑎𝑙𝑙 ×  (2 −
1

𝑀𝑎𝑐𝑟𝑜 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 ) (11) 

 

As shown in (11) evaluate and validate the accuracy and effectiveness of our new approach in generating 

indexes. 
 

3.3.  Results and discussions 

When applying an n-gram graph-based process with a measurement of 3 to the initial part of our 

textual document, it yields 27 N-gram words. On the other hand, when using a measurement of 4 for the same 

initial part, the N-gram graph-based process returns 26 N-gram words. Table 2 describes the number of 

keywords and the set of indexes that were generated by indexing the first paragraph (title) of the concerned 

textual document using the n-gram graph approach in the case n = (2, 3, 4), which means after splitting the 

paragraphs into words that contain respectively 2, 3, and 4 words. 

From Table 3, it is evident that the key indicator membership degree shows an increase when using 

word graph-based indexing with a specific number of N-grams (n=2). Conversely, this indicator decreases 

when using word indexing with n=4, while its value is average for n=3. This implies that the graph-based word 

indexing technique with n=2 is our case's most convincing approach for textual document indexing. The graph 

in Figure 2 illustrates the output, which is a 3-gram graph example after textual document tokenization after 

splitting the first section of our textual document into 3-word grams. 

Each of the graphs will consist of 14 vertices for the corresponding values of n, which are one, two, 

and three as represented in Tables 2 and 3. To comprehensively evaluate the quality of the indexing performed 

and the generated indexes, it was crucial to consider additional quality factors and measures beyond the number 

of generated N-grams, relevance degree, and membership degree for each index. These factors include macro 

precision, recall, and overall performance which heavily rely on the number N. 
 

 

Table 2. The number of extracted keywords per N value 
N Value 2 3 4 

Index The 1st set of indexes The 2nd set of indexes The 3rd set of indexes 

Number of keywords 28 27 26 

 

 

Table 3. The keywords membership degree calculation depends on the n value 
Index The 1st set of indexes The 2nd set of indexes The 3rd set of indexes 

Membership degree for n = 1 0.65 0.75 0.8 
Membership degree for n = 2 0.54 0.6 0.72 

Membership degree for n = 3 0.48 0.55 0.62 

Membership degree for n = 4 0.45 0.50 0.57 

 

 

By analyzing these values, we can understand the nature of the relationship between the various factors 

and assess the overall quality of the indexing process and the resulting indexes. The graph displayed in  

Figure 3 illustrates the variation in the value of the macro precision measure used during our analysis, 

depending on the value of N (the n contained in N-gram) compared to the precision value of the other extraction 
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systems. The value of metrics for the three others approaches have been calculated using the fuzzy function 

that we proposed and based on the results provided by their empirical studies. 

Figure 4 describes the recall value of our novel fuzzy indexing approach compared to the other 

techniques. It indicates that by using a smaller n value (such as 2) the recall value is increased to 0.66 while 

the recall value is reduced for the other indexing techniques; this is a significant improvement that means a 

high level of accuracy compared to the other techniques. This large increase is not unexpected considering the 

fact that the tokenization algorithm was designed based on several mathematical optimizations. The single 

most surprising result can be seen in Figure 5 is the overall value of n=2 compared to the other techniques 

which indicates a higher growth and improvement. 

In an ideal scenario, all metrics would reach their maximum value of 1, indicating a perfect combination. 

Therefore, the perfect scenario occurs when the following conditions are met: macro precision = overall = recall 

= 1, which indicates optimal performance across all metrics. We proceeded to evaluate and compare the indexes 

generated by our fuzzy logic-based approach on a real-world domain dataset with previously published results 

from three extraction systems that were previously mentioned in the chapter of related work (enhanced word and 

document embedding [11], PoS-Tagging and enhanced semantic-awareness [17], fuzzy Bi-GRU hybrid approach 

for extractive, and abstractive summarization of long multi-documents [15]). 

The main evaluations are based on three main components macro precision, recall, and overall are 

used to evaluate alignments between classes and properties. We evaluated our fuzzy logic-based approach 

using the same real-world domain dataset. We observed a high level of matching accuracy achieved, as 

indicated by the average values of the main metrics (for N=2) defined on three reference alignments: macro 

precision = 0.89, recall = 0.66, and overall = 0.57. In comparison, the state-of-the-art indexing systems 

exhibited a lower level of matching accuracy (about our approach), with average metrics falling within the 

ranges: 0.4 ≤ macro precision ≤ 0.7, 0.2 ≤ recall ≤ 0.65, and -0.2 ≤ overall ≤ 0.34. 

 

 

 
 

Figure 3. Our fuzzy indexing technique's macro precision value representation compared to other indexing 

techniques per N value 
 

 

 
 

Figure 4. The recall value representation of our fuzzy indexing technique compared to other indexing 

techniques per N value 
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Figure 5. The overall value representation of our fuzzy indexing technique compared to other indexing 

techniques per N value 

 

 

4. CONCLUSION AND FUTURE WORK 

In conclusion, our work aims to determine the most effective technique for indexing textual 

documents and to establish a reliable evaluation method for indexes in a textual document corpus using fuzzy 

logic. We have introduced the concept of fuzzy logic as a key component in the indexing and recognition 

process for textual data, along with the graph-based N-gram word technique and our novel indexing algorithm. 

Through practical experiments and case studies using real examples of textual documents, we have examined 

the impact of different values of n on index selection in the graph-based N-gram approach. We have 

implemented and discussed the functional aspects of this n-value-dependent indexing technique. Furthermore, 

we conducted a study to identify the most convincing technique based on precision value, relevance degree, 

membership degree, and the number of N-grams. The results of our experimental studies led us to infer a fuzzy 

logic-based function that incorporates multiple criteria, such as the value of N and the degree-value relationship, 

enabling us to evaluate the set of generated keywords effectively, which helps directly in reducing the imprecision 

and variability inherent in the traditional comparing methodologies. This gives rise to another problem from a 

novel perspective: could we manage to apply the same principles for the compound word index case? 
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