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 Criminality is an act of violating the values and norms of society that causes 

a lot of harm. Much of the criminal data is often just a collection of data that 

has no information. Analysis of crime data is key in efforts to reduce crime 

rates that provide an overview of the incidence of crime, patterns, levels of 

vulnerability, and the level of security of an area. This research proposes 

data analysis that provides an understanding of crime using data mining 

techniques, especially the K-means cluster method, both traditional and with 

principal component analysis (PCA) dimension reduction. Before the PCA 

process, the values are transformed first with Z score normalization. From 

the processing through the davies bouldin index (DBI) performance test with 

3 clusters, it is concluded that traditional K-means produces a DBI Index 

value of 0.019 and K-means PCA of 0.299. Meanwhile, to see the optimal 

cluster, several iterations were performed and resulted in the most optimal 

DBI index of 4 clusters in K-means of 0.014 and K-means PCA of 0.172. 

From the performance test value, it means that in the context of clustering 

the traditional criminal K-means data is declared more optimal than  

K-means PCA. 
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1. INTRODUCTION 

Criminality is an act of crime that has materially harmed, endangered safety, is not approved by the 

community because of a feeling of insecurity and is still being sought to suppress its growth [1], [2]. This is 

influenced by several factors such as negative associations, economic problems, environment, welfare level 

and age [3], [4]. Criminality requires special attention, because all over the world there are people in conflict 

with the law, of which two-thirds are in prison and the rest are in the custody of social institutions [5].  

In Indonesia, in the scope of the police, especially the Cilacap Regency Police, criminal reports have been 

grouped by type of crime in numbers, but the details of each crime are still separated in different 

forms/reports. The large amount of data is often just a collection of data that has no information because the 

dataset is separate, unstructured and requires complicated processing so that in data analysis it needs to be 

compared from one report to another. 

Every data has a pattern, where this pattern can be used to describe the condition of order, classify 

the level of vulnerability or the level of security of an area. Analysis is needed to group criminal data through 

a high and low crime rate approach in an area. The analysis in question is data mining which is used in the 

search for hidden information in large databases, through observation, data identification and data processing 

into information that is interrelated with one another [6], [7]. Data mining with K-means cluster has helped in 

https://creativecommons.org/licenses/by-sa/4.0/
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clustering homicide crime analysis data and successfully identified crime trends every year [8]. Other studies 

have also found geographical patterns in crime and thus proposed a spatiotemporal crime clustering 

technique with 2-Dimensional Hotspot analysis with indicators of time, weather, location, census parameters 

such as annual opinion and literacy rate. It was found that the hotspot analysis model has better performance [9]. 

Spatiotemporal data was also investigated for point crime detection and prediction of future events with 

fuzzy C-means through the sum of squared error (SSE) approach and the Dunn index in measuring the 

quality of the cluster. It was found that this method is effective in finding spatiotemporal crime clusters [10].  

K-means cluster has also been developed in crime prediction for the discovery of similar features, patterns 

and values which are then categorized in Surigao del Norte municipalities. This research resulted in the 

prediction of the increase of crime in each year both indexed and non-indexed through clustering technique [11]. 

In this research, a comparison of 2 data mining methods is proposed, namely K-means cluster 

(traditional) and K-means cluster using PCA dimension reduction. PCA as a dimension reduction method is 

used in the process of reducing the number of features or variables in a dataset while maintaining some of the 

information in the dataset. This method is used because K-means cluster works well for large amounts of data 

in crime analysis. Crime data can be large and very diverse, while K-means cluster can cope well with such 

data through data analysis based on existing patterns and this method is centroid-based unsupervised learning 

by partitioning a set of data into several parts [12], [13]. In the initial normalization of the PCA method, the 

use of Z score is necessary to convert the variables in the dataset so that they have a uniform scale because 

the crime dataset has different scales such as the range of the number of crimes in each region. 

This research contributes to the clustering of criminal offenses by looking at changes in data from 

month to month by comparing two methods, namely traditional K-means and K-means using PCA dimension 

reduction. The criminal data is grouped based on the type of loss caused, time, type of crime and other 

patterns that appear more clearly. The clustering results were then tested using davies bouldin index (DBI) to 

see the most optimal number of clusters. From the research results, it is expected to know the most optimal 

algorithm from the number of clusters where the selected algorithm can display the types of crimes that often 

occur each month so as to help law enforcement officials to identify crime-prone areas and identify seasonal 

patterns in preventing or overcoming crime in an area. In addition, this research can be used as a foundation 

for the development of other clustering techniques or using other approaches in the analysis of criminal 

offenses. 

 

 

2. METHOD  

Based on Figure 1, the first step is the collection of research datasets, where the scope of this 

research is the total amount of criminal data per month in each police station in Cilacap Regency. Not all 

variables are used in this study, including the physical loss caused per type of crime, age, time of the 

incident, education level and motive for committing a criminal act which is shown in Table 1. The dataset 

used is criminal data for all Cilacap District Police in 2021-2022, which comes from 2 different types of data, 

the type of incident (derived from crime report data) and case anatomy recapitulation data, all in excel format 

consisting of 63 columns and 520 rows. 

 

 

Table 1. Variable representation 
Variable Sub variable 

Time of Incident 
X1 : 06.00-08.59; 

X4 : 15.00-17.59;  

X2 : 09.00-11.59; 

X5 : 18.00-20.59;  

X3 : 12.00-14.59 

X6 : 21.00-23.59 

Offender Education  
X7 : Unknown Education Level 
X10 : Junior High School 

X8 : Elementary school X9 : High School; 

Age of Perpetrator 
X11 : 16-21 Years; 

X14 : 41-50 Years; 

X12 : 22-30 Years X13 : 31-40 Years; 

Victim's condition X15 : Severe Injury; X16 : Minor Injuries; X17 : Passed Away; 

Type of Crime X18 : Conventional Crime; X19 : Transnational Crime; X20 : Interference with People 

Crime Motive X21 : Economy; X22 : Due to Negligence/Culva;  X23 : Intentionally/Dolus; 

 

 

Furthermore, the existing dataset comes from several separate tables, so it is necessary to do data 

integration so that all data can be made into one. This is done to make it easier in the next analysis stage. 

Then next is data cleaning or cleaning of missing or duplicated data, thus causing the analysis results to be 

more accurate to be processed to the next stage. In data cleaning, deletion is carried out on variables that are 

not used in the calculation process and on data where no crime has occurred at all so that the total amount of 

data used after the data cleaning process is only 312 records. The stages of the research method are shown in 

Figure 1. 
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Figure 1. Research method 

 

 

PCA is a statistical method as a data dimensionality reduction technique through the identification of 

patterns as well as the underlying structure of the data [14], [15]. The goal of PCA is to reduce the size of the 

data as much as possible without losing important information by embedding the data into a linear subspace 

with lower dimensions, where observation values located close to the reduced dimensional space are shown 

to have similar properties [16], [17]. The calculation of PCA values is based on the calculation of eigenvalues 

and eigenvectors that represent the data distribution of a dataset [18]. By using PCA, the previous n variables 

are selected into k new variables called principal components (PC) where the number of k is less than n. The 

stages in PCA analysis consist of data normalization such as Z score normalization, Kaiser-Meyer Olkin 

(KMO) and Barlett test [19]. 

A. Z score normalization 

Z-score is a method to convert data into a score relative to the population mean and standard 

deviation. In PCA, Z score refers to the process of normalizing input variables before applying PCA analysis, 

so that any attribute with a large domain will not be more dominant with smaller attributes [20]. This 

normalization is important to ensure the variables have an equal scale before PCA is processed, besides that 

this is due to the difference in the size of the range in each variable. The Z score formula is written in (1): 

 

Zi = 
 (𝑥𝑖−μ)

σ
 (1) 

 

where Z : Z score (standardized score), I : 1st, 2nd, 3rd, ....n data, x: Observed value (raw score), μ: population 

mean, σ: population standard deviation. 

B. KMO  

KMO is a statistical measure to determine the suitability of results for software prediction through 

analysis of test data in measuring the feasibility or suitability of data for PCA analysis [21]. The sample 

adequacy test ranges between 0 and 1 where 0.9 < KMO < 1.00 (very good data adequacy); KMO > 0.8 

(good data adequacy); KMO > 0.7 (median adequacy); KMO > 0.6 (low adequacy) and KMO < 0.5 (very 

low adequacy/inappropriate data) [22].  

C. Barlett’s test 

Barlett's test is used to determine whether the P value is smaller than the significant level (∝ = 0.05), 

where the null hypothesis can be rejected, which means that there is a significant correlation in the data and 

not all factors have the same variance [23]. In testing the freedom between variables the hypothesis in the 

Barlett’s test can be explained if H0 : P = 1 (there is no correlation between variables) and H1 : P ≠ 1 (there is 

a correlation between variables). 
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Clustering is a process in chain mining that identifies groupings of objects based on information 

obtained from data, based on the principle of maximizing similarity between class members and minimizing 

similarity between classes or clusters [24], [25]. The higher the intra-cluster similarity and the lower the 

inter-cluster similarity, the better the clustering results [26]. The clustering methods proposed in this study 

are traditional K-means and K-means PCA. In the traditional K-means process, the data does not undergo a 

previous conversion process. With the first step of determining the number of initial clusters (3 clusters), then 

determining the centroid value (cluster center) which is done randomly. Meanwhile, if determining the 

centroid value which is the stage of iteration, the formula (2) is used: 

 

𝑣𝑖𝑗̅̅̅̅ =  
1

𝑁𝑖
 ∑ 𝑥𝑘𝑗

𝑁𝑖
𝑘=0  (2) 

 

after that, calculate the distance between the centroid point and the point of each object in (3). 
 

𝐷𝑒 =  √(𝑥𝑖 −  𝑠𝑖)2 +  (𝑦𝑖 −  𝑡𝑖)
2 (3) 

 

The last step is grouping objects to determine cluster members by taking into account the minimum distance 

of the object and repeating until the resulting centroid value is fixed and cluster members do not move to 

other clusters. 

Meanwhile, the k-means PCA method is a variation of the k-means method that uses the process of 

reducing the dimensions/features of the dataset. Data in PCA is stored into 2 columns with the same number 

of rows in each column, namely 312 rows. The steps performed in PCA are the same as conventional K-

means, but at the beginning the data will be transformed into a new space with the main components obtained 

from PCA so as to reduce the number of features to minimize calculation complexity. 

From the two algorithms, the next stage is accuration testing where the accuracy calculation is done 

by calculating the DBI so that the most optimal one is obtained in determining the criminal area. DBI is a 

measure in evaluating the work of a clustering, which has a positive correlation with "within-class" cases and 

a negative correlation with "between-class" cases [27]. The way DBI works is through validating the amount of 

data and property in a dataset to see how good the existing clusters are, so that 3 values are obtained, namely the 

distance between clusters, the centroid data center and the ratio owned by the cluster. 

 

 

3. RESULTS AND DISCUSSION  

In the research conducted, there are 2 processes carried out where the final results will be compared 

with each other. In the initial discussion, it will be discussed about the K-means stage which previously 

conducted a dimension reduction analysis using PCA. To facilitate the calculation of values in the PCA 

process (KMO and bartlett test), the analysis is processed using the python library. All values are taken in 

each month of the incident, where the processing results are expected to show the type of vulnerability of 

each with detailed variables in Table 2. An unbalanced range of Table 2 values in this crime data (for example, 

some areas have a high number of crimes while others have a low number) can have a significant influence on 

the clustering results. This may lead to the dominance of certain clusters by areas with a high number of crimes. 

Based on the data in Table 2, it can be seen that the data has a range due to differences in the 

number of events in each month in each region. For this reason, it is converted into a different scale and 

easier to interpret with a Z score. The process of transforming the dataset using Z score standardization is 

done by transforming the dataset to allow for a fair comparison within a region so that it can be seen how 

criminal data values deviate from the average and compare them to other values in the dataset. Table 3 shows 

some of the data from the Z score data transformation using in (3) where previously at the beginning of the 

processing, the dataset has been integrated and data cleaned. 

Classification results can be influenced by one of them is from the dimension and complexity of 

high data, to reduce errors during the classification process, it is necessary to reduce the dimensions using 

PCA. The stages of the PCA method in Table 4 include testing the KMO test value to see the overall sample 

adequacy and Bartlett's test which is used to determine whether there is a relationship between the variables 

used. These two tests are used in the context of factor analysis to check the fit of the data and the significance 

of the correlation matrix before proceeding to further stages of analysis. In the results of Table 4, the KMO 

value is 0.73, which indicates that the data has a fairly good fit for factor analysis. The Barlett's test results 

show a fairly large chi-square value (16310.2068) with a df (degrees of freedom) of 22 and a very small p-

value (0.0000000), indicating a significant correlation between the variables in the dataset. 

Then from the scree plot graph in Figure 2, it can be explained that there are 2 factors that produce a 

total eigenvalue> 1 (PC1-PC2) which summarizes most of the information from the data and allows simpler 

mapping. Factors that have an eigenvalue (1) cannot be used or are excluded from the calculation. The point 
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at which the curve begins to flatten or slope may be an indication that the principal components after that 

point contribute less to the variability. 
 

 

Table 1. Research dataset 
Attribute No Month X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 … … X30 X31 X32 

1 January 0 0 2 1 0 4 7 1 1 0 … … 3 3 2 

2 January 0 0 1 0 0 2 0 1 1 0 … … 1 1 1 
3 January 1 1 1 4 1 3 3 4 3 3 …. …. 6 1 0 

4 January 0 1 2 1 0 0 1 0 0 0 … … 1 2 0 

5 January 0 2 2 1 1 2 6 0 0 0 … … 1 2 3 
6 January 0 0 0 0 0 1 0 0 0 0 … … 0 1 0 

7 January 0 0 0 0 1 0 0 2 0 0 … … 1 0 0 

8 January 1 0 1 1 0 0 0 0 0 0 … … 0 0 1 
9 January 1 0 1 1 0 0 0 0 0 0 … … 0 0 0 

10 January 1 1 0 0 1 2 2 0 0 0 … … 4 0 2 

11 January 0 14 35 57 11 18 151 2 7 4 … … 0 17 134 

…. …. …. …. …. …. …. …. …. …. …. …. …. …. …. …. …. 

188 August 1 1 4 1 1 3 4 2 2 0 …. …. 4 1 0 

189 August 0 0 2 1 0 0 1 0 0 0 …. …. 1 1 0 
…. …. …. …. …. …. …. …. …. …. …. …. …. …. …. …. …. 

311 December 1 0 0 0 1 0 0 0 0 0 … … 0 0 0 

312 December 0 0 0 1 1 0 1 0 0 0 … … 0 1 0 

 

 

Table 2. Z score normalization transformation 
Attributes No X1 X2 X3 X4 X5 X6 X7 X8 X9 … X22 X23 

1 -0,259  -0,212  -0,028  -0,137  -0,275  0,658  0,140  0,734  0,315  … -0,104 0,748 
2 -0,259  -0,212  -0,122  -0,241  -0,275  0,174  -0,187  0,734  0,315  … -0,166 0,251 

3 0,462  -0,072  -0,122  0,173  -0,067  0,416  -0,047  3,916  1,549  … -0,166 -0,245 

4 -0,259  -0,072  -0,028  -0,137  -0,275  -0,309  -0,140  -0,326  -0,303  … -0,135 -0,245 
5 -0,259  0,069  -0,028  -0,137  -0,067  0,174  0,093  -0,326  -0,303  … -0,135 1,244 

6 -0,259  -0,212  -0,215  -0,241  -0,275  -0,067  -0,187  -0,326  -0,303  … -0,166 -0,245 

7 -0,259  -0,212  -0,215  -0,241  -0,067  -0,309  -0,187  1,795  -0,303  … -0,197 -0,245 

8 0,462  -0,072  -0,215  -0,241  -0,067  0,174  -0,094  -0,326  -0,303   -0,197 0,251 

… … … … … … … … … … … … … 

…. …. …. …. …. …. …. …. …. …. …. …. …. 
188 -0,259  -0,212  -0,028  -0,137  -0,275  -0,309  -0,140  -0,326  -0,303  …. -0,166  -0,245  

189 -0,259  -0,212  -0,215  -0,137  -0,067  0,174  -0,094  -0,326  -0,303  …. -0,135  -0,245  

… … … … … … … … … … … … … 
311 -0,259  -0,212  -0,122  -0,241  -0,275  -0,309  -0,187  -0,326  -0,303  … -0,166  -0,245  

312 -0,259  -0,212  -0,215  -0,241  -0,275  -0,309  -0,187  -0,326  -0,303  … -0,197  -0,245  

 

 

Table 3. KMO and Barlett test results 
Test type Result 

KMO test 

 

Barlett test 

 

Approx chi square 

Df 
P 

0.7300477 

16310.2068 

22 
0.0000000 

 

 

 
 

Figure 2. Scree plot of eigenvalues of PCA results 
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3.1.  K-means cluster grouping  

As a comparison conducted in this study, the criminal data clustering process is applied to different 

types of data, namely the original dataset and the dataset derived from processing using PCA. PCA resulted 

in data with 2 PCs as shown in Table 5. From the PCA results, there is a reduction in data dimensions by 

balancing between information loss and the optimal number of dimensions that must be maintained [28]. This 

data is then continued into the K-means clustering method. 

The number of clusters determined at the beginning of the study was 3 clusters, which would 

represent criminal areas with very prone, prone, and moderately prone potential at each location per month of 

occurrence. The initial centroid used was chosen randomly and was updated each iteration based on the 

average location of all points in the corresponding cluster. This process will continue until convergence 

where there is no longer a significant change in the placement of data points into certain clusters or in the 

position of the centroid. At the beginning of the iteration (the number of clusters is 3), the results of K-means 

processing using PCA and traditional K-means are as written in Table 6. 

From the results of Table 6, it can be seen that the number of members of each cluster is similar, but 

to produce good cluster quality in clustering algorithms, validation testing with the DBI is necessary. The 

DBI will understand the quality of the cluster by measuring how well the optimal cluster of a dataset is 

produced and how far the clusters are separated from each other. The lower the DBI value, the better the 

separation between clusters. The experiment is tested on the model built, where the number of clusters is 

determined from 2 to 6. From the segmentation results, the lowest DBI index value of the two methods is 

evaluated.  
 

 

Table 4. Dataset slice from PCA processing 
Attributes  

No 
pc_1 pc_2 

1 1,5 0,5 

2 -0,5 0,2 
3 3,6 2,5 

4 -0,9 0,3 

5 -0,5 0,2 

6 -1,2 -0,8 

7 -0,3 1,1 

8 -0,9 -0,6 
… …. …. 

…. …. …. 

188 -1,0 0,2 
189 -0,9 0,1 

… …. …. 

311 -1,2 -0,8 

312 -1,3 -0,8 

 

 

Table 5. The result of grouping the criminal data into 3 clusters 
Police station (Polsek)  Month K-means with PCA Traditional K-means  

Polsek Cilacap Tengah January cluster_0 cluster_0 

Polsek Adipala January cluster_0 cluster_0 
Polsek Kroya January cluster_0 cluster_0 

Polsek Binangun January cluster_0 cluster_0 

Polsek Nusawungu January cluster_0 cluster_0 
Polsek Jeruklegi January cluster_0 cluster_0 

Polsek Kawunganten January cluster_0 cluster_0 

Polsek Bantarsari January cluster_0 cluster_0 
…. …. …. cluster_0 

Polsek Nusawungu August cluster_0 cluster_0 

Polsek Jeruklegi August cluster_0 cluster_0 
…. …. …. …. 

Polsek Maos December cluster_0 cluster_0 

Polsek Sampang December cluster_0 cluster_0 

Total cluster 

Cluster 0: 300 items 

Cluster 1: 6 items 
Cluster 2: 6 items 

Cluster 0: 300 items 

Cluster 1: 6 items 
Cluster 2: 6 items 

 

 

The calculation of the DBI value on the clustering dataset, whether reduced (using PCA) or not, can 

produce several variations in value. From the data in Table 7, it can be concluded that the most optimal DBI 

value, which is the lowest DBI value (the smallest inter-cluster or intracluster distance) is obtained by the two 

methods with the number of k = 4. It can be concluded that the number of clusters in this study with the 
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number of k = 3 is not optimal in clustering criminal offenses. The results of the DBI index in the traditional 

K-means method in this study produced a lower DBI value (0.014) than K-means using PCA variable 

reduction (0.172), indicating that the clusters generated by traditional k-means have a better degree of 

separation between clusters, or it could also indicate that PCA may sacrifice some important information 

when reducing the dimensionality of the data.  

 

 

Table 6. Cluster evaluation results 
Total K  K-means  K-means using PCA 

K = 2  0.016 0.174 
K = 3  0.019 0.229 

K = 4  0.014 0.172 

K = 5  0.021 0.244 
K = 6  0.025 0.320 

 

 

From the cluster data generated in Figure 3, it can be seen that the 4 clusters formed can be defined 

as the level of vulnerability, namely cluster 0 = low, cluster 1 = medium, cluster 2 = high, and cluster 3 = 

very high. In cluster 3, only one area in January is considered highly vulnerable, which, when viewed from 

the data in Table 2 row 11 before processing which states the results, includes areas with many crimes. While 

other regions have a small number of crimes, there are even some regions that in certain months have no 

crimes at all, so they are included in cluster 0 where crimes rarely occur. This unbalanced range in the crime 

data (for example, some areas have a high number of crimes while others have a low number) can have a 

significant influence on the clustering results. This may lead to the dominance of certain clusters by areas 

with a high number of crimes. 

 

 

 
 

Figure 3. Criminal offense clustering results 

 

 

4. CONCLUSION 

Analyzing crime data monthly in each region can provide valuable insights into seasonal patterns 

and help identify potential factors contributing to crime fluctuations. Understanding these seasonal variations 

allows law enforcement to allocate resources more effectively and focus on specific areas and times when 

crime rates are high. Additionally, policymakers can implement targeted interventions in specific months to 

address the root causes of crime, resulting in more efficient crime prevention. Based on the results of the 

study, the number of clusters formed based on the determination of the initial number of clusters of 3 

obtained the results of the DBI index K-means of 0.019 and K-means PCA of 0.299. This cluster is still 

considered less than optimal because the results of the DBI index with a different number of k (k = 4) can 

produce a smaller index of 0.014 in K-means and 0.172 in K-means cluster. So it can be concluded based on 

the results of DBI, K-means clustering is better than K-means PCA for the case of criminal data. 
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