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 This paper presents a study aimed at effectively implementing a deterministic 

random bit generator (DRBG) IP in verilog language, based on the standard 

encryption algorithm. By controlling the existing round generation and key 

generation blocks, the internal modules of the counter mode deterministic 

random bit generator (CTR-DRBG) were successfully implemented and 

operated, ensuring the secure and efficient generation of random bit 

sequences. The research focused on parallel operation of modules and 

optimized module placement to achieve improved clock frequencies. By 

concurrently operating two modules in the derivation and internal update 

modules of CTR-DRBG, the processing speed was enhanced compared to the 

conventional algorithm. Additionally, integrating the reseeding and 

initialization modules of CTR-DRBG into a single module successfully 

reduced size. Furthermore, this IP supports the special function register (SFR) 

interface. The safety of the CTR-DRBG was validated through known answer 

test (KAT) verification utilizing test vectors from certification. Future 

research should explore additional studies on CTR-DRBG operating on real 

FPGA or ASIC, not only using normal algorithm but also employing other 

block cipher algorithms. 
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1. INTRODUCTION  

The creation of secret keys and encryption protocols in cryptographic algorithms necessitates 

unpredictable and secure random numbers. These random values are instrumental in various information 

security systems and cryptographic products, bolstering the safety and reliability of domestic communication 

networks. The generation of secure random numbers plays a pivotal role as a fundamental element in 

cryptographic applications [1]–[3], crucially contributing to the generation of cryptographic keys, initialization 

vectors, nonces, signature keys, certificates, and more. counter mode deterministic random bit generator (CTR-

DRBG) is designed to meet these requirements [4]–[6]. It operates as a random number generator based on the 

counter mode encryption technique, generating secure random numbers. 'Counter Mode' is a block encryption 

method that encrypts consecutive counter values to create a block sequence similar to randomness [7]–[9]. 

Leveraging this characteristic, CTR-DRBG combines a secure initial vector and counter to produce distinct, 

unpredictable random numbers on each occasion.  

https://creativecommons.org/licenses/by-sa/4.0/
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The use of CTR-DRBG provides reliability in generating unpredictable random numbers, enabling 

secure generation of encryption keys and safeguarding communication data. Furthermore, CTR-DRBG 

contributes to enhancing communication confidentiality and integrity by providing reliable random numbers 

for various security protocols. CTR-DRBG is designed in accordance with the standards recommended by 

National Institute of Standards and Technology (NIST), ensuring its safety through these standard 

recommendations, which guarantee the safety of information protection systems on an international level. 

Moreover, CTR-DRBG finds application across various environments. In scenarios requiring secure random 

numbers, such as secure communication [10]–[12], authentication processes [13]–[15], digital signature 

generation [16]–[18], virtual private network (VPN) connections [19]–[21], and security protocols [22]–[24], 

CTR-DRBG ensures high reliability and safety. Consequently, communication networks can attain higher 

levels of safety and trustworthiness. In this manner, CTR-DRBG plays a crucial role in enhancing the safety 

and reliability of domestic communication networks through secure random number generation. 

In today's information security landscape, hardware-based random number generators play a crucial 

role [25]–[27]. These generators are recognized as essential elements for producing secure random numbers in 

cryptographic applications like integrity verification, digital signatures, data encryption, and various security 

systems. Therefore, secure and efficient random number generation is considered a central requirement in 

security technology. This research aims to efficiently design a CTR-DRBG internet protocol (IP) based on the 

algorithm using verilog language to generate secure and integrity-assured random numbers in hardware 

environments. Additionally, it seeks to increase clock frequencies through parallel processing of cryptographic 

modules and appropriate arrangement, while reducing memory usage by designing reusable modules for each 

function of the existing CTR-DRBG. This approach focuses on enhancing the performance of hardware-based 

random number generators while simultaneously optimizing resource utilization to minimize costs and memory 

footprint. Through this research, it is anticipated to enhance the safety and reliability of communication 

networks while contributing to improving the performance of security systems and cryptographic products. 

 

 

2. CTR-DRBG 

2.1.  Background 

There are two main methods of generating random numbers. The first relies on physically 

unpredictable procedures to generate all the bits composing the random number, while the second method 

generates random numbers from a given input using deterministic algorithms. The first method is known as 

"non-deterministic random bit generator (NRBG) [28]," and the second is referred to as "deterministic random 

bit generator (DRBG)". Typically, the first method is utilized in creating actual random numbers, known as 

"true random number generators (TRNG) [29]–[31]." The second method is known as "pseudo-random number 

generator (PRNG) [32]–[34]". Figure 1 illustrates a block diagram of the deterministic random number 

generator. As depicted in Figure 1, a deterministic random number generator produces the same random 

number output for the same input due to a predetermined algorithm. This mechanism governed by the specified 

algorithm is termed the deterministic random number generation mechanism (DRBG mechanism), operating 

based on a deterministic algorithm that generates bit strings from an initial value called a seed. This seed is 

determined by values obtained from an entropy source. While the bit string generated by the DRBG mechanism 

can be predicted and reproduced if the input information, including the algorithm used and seed, is known, 

properly managed inputs and well-designed algorithms render the output bit string of the DRBG mechanism 

indistinguishable from actual random numbers. The CTR-DRBG, the primary focus of this study, operates as 

one type of such deterministic random number generators, functioning as a function based on block ciphers. 

CTR-DRBG is used in various information security systems and cryptographic products by combining with an 

entropy source to ensure secure random number generation [35]–[37]. 
 

 

 
 

Figure 1. Deterministic random number generator block diagram 
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2.2.  Problems 

The CTR-DRBG algorithm, widely used for secure random number generation, faces several inherent 

issues [38]–[40]. Firstly, in the derivation function, generating secure random numbers using the counter value 

leads to increased computational time as the counter starts at 0 and increments, causing a significant rise in 

computation time with larger counter values [41]. Particularly, the necessity to reset upon each counter value 

change consumes time during operations. Secondly, although the reseeding and initialization functions in CTR-

DRBG share nearly identical structures, separate implementations are required due to different input values. 

This redundancy induces unnecessary duplicate structures, potentially increasing chip size in hardware 

implementations [42]. Thirdly, while CTR-DRBG generates a key stream to provide randomness, the use of 

the counter value increases predictability in the key stream [43]. If specific Counter values become predictable, 

it's possible to predict the corresponding key stream values, ultimately compromising the security of the 

generated random numbers.  

 

2.3.  Algorithm 

Figure 2 depicts the flow chart of the CTR-DRBG algorithm. CTR-DRBG operates as a deterministic 

random number generator aiming to safeguard and ensure the integrity of the inputs to the output-generation 

function, which embeds a deterministic algorithm to protect the entropy characteristics from external attacks. 

In this context, the input to the output-generation function is referred to as the 'seed,' composed of values known 

as key and value. These elements-seed, key, and value-are all considered the internal state of the random 

number generator. As shown in Figure 2, the random number generator initiates by determining the initial 

internal state, subsequently updating it, and then utilizing the updated internal state to generate output (random 

numbers). The function responsible for determining the initial value of the internal state is termed the 'instance 

creation (initialization) function,' while the function updating the internal state is denoted as the 'internal state 

update function.' The function creating the output is known as the 'output generation function. 

 

 

 
 

Figure 2. CTR-DRBG algorithm flow chart 

 

 

3. IMPLEMENTATION 

3.1.  Internal state update module 

Figure 3 illustrates the block diagram of the internal update module. The internal update function 

(IUF) receives input data along with key and value and is responsible for updating the key and value. The IUF 

module, serving as the internal state update function, consists of the CTR operating system and a CTR result 

that processes input data through XOR operations with the key and value [44], [45]. The encrypted block, 

cipher_i, is generated by encrypting the value obtained by adding counter to key and value. As the counter 

increments, these cipher blocks concatenate sequentially to produce the CTR result block. This CTR result 

block undergoes updating by XOR operations with the input_data. Consequently, the left block represents the 

key, while the right block signifies the value after the update. 

As shown in Table 1, the internal update module operates through the following input/output ports: it 

receives the values to update, value and key, via i_value and i_key, respectively, each in blocks of 128 bits. 

Subsequently, the updated output data is delivered through o_iuf_data in segments of 256 bits. In this context, 

the updated output data, o_iuf_data, presents the concatenated form of the updated key and value. The finite 

state machine (FSM) of the internal update module is as shown in Figure 4. It consists of a total of four states, 

each of which is described in detail in Table 2. 

When i_iuf_en is activated, the transition occurs from the idle state, IUF_IDLE, to the key expansion 

stage, represented by IUF_KS. During the key expansion phase, the KEY_SCHED module becomes active, 

generating 12 round keys as part of the key expansion process. Once the key expansion process concludes and 

w_key_expand is set, the transition proceeds to the next state, IUF_ENC. 
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Figure 3. IUF block diagram 

 

 

Table 1. IUF input/output port 
Port Width (bit) Descripiton 

i_clk  Input clock signal function 

i_rstn  Input reset signal (active low) 

i_value 128 Value to update 
i_key 128 Key to update 

i_iuf_en 1 Signal to activate internal update 

o_iuf_data 256 Updated output data 
o_iuf_done  Signal for completion of internal update function 

 

 

 
 

Figure 4. IUF FSM 

 

 

Table 2. States of IUF FSM 
State Descripiton Conditions for transitioning to the next state 

IUF_IDLE Idle state i_iuf_en == 1 

IUF_KS Key expansion phase Upon completion of key expansion 
IUF_ENC Encryption process Upon completion of encryption 

IUF_END 
Termination phase 

and Updated data output phase 
Automatic transition 

 

 

In Figure 3, there is a block diagram corresponding to phase 1 within the IUF module. During the 

encryption phase, i_value+1 and i_value+2 were each fed into different encryption modules, C0_ENC_CORE 

and C1_ENC_CORE. These inputs underwent encryption in parallel using previously expanded keys. 

Additionally, the resulting encryption from both modules is stored in separate buffers, r_enc_buffer0 and 

r_enc_buffer0, at the next clock cycle. Once encryption concludes in both encryption modules and the 

termination signal, w_arai_c0_done, is set, the transition to the next state, IUF_END, occurs. 

There is the block diagram for phase 2 within the IUF module also. In IUF_END, phase 2 is executed, 

where the two encryption results obtained in phase 1 are stored in r_enc_buffer0 and r_enc_buffer1. The values 

from these two buffers are sequentially retrieved, then undergo XOR operations with the input data, i_data, of 

the IUF. As a result, the updated internal state, o_iuf_data, is produced. Simultaneously, upon output 
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generation, o_iuf_done is set to conclude the internal update. Consequently, the state automatically transitions 

to the idle state, IUF_IDLE. 

 

3.2.  Initialization and re-initialization module 

This paper proposes a method to integrate the initialization and re-initialization functions in the CTR-

DRBG algorithm, identifying their structural similarities. These similarities stem from the considerable 

resemblance in functionality and operations performed by both functions. Firstly, the initialization and re-

initialization functions exhibit a similar structure in how they generate random bits and update the internal state 

[46]–[48]. Both employ counter mode, repeating block ciphers multiple times, and combine them to generate 

random bits while updating the internal state through XOR operations [49], [50]. Secondly, they share 

similarities in their input and output formats. Both functions receive initialization data as input and return 

generated random bits or key streams as output. Such analogous input-output formats make them ideal 

candidates for integration into a single module. Leveraging this structural similarity allows for the integration 

of initialization and re-initialization functions while maintaining code simplicity and consistency without 

compromising security. Moreover, the integrated module enables smooth transitions between initialization and 

re-initialization stages, facilitating more efficient system operations. 

The IF module serves as both an initialization module and a re-initialization function. The IF module 

encompasses a derivative function (DF) and an IUF internally, with its operational mode dependent on the use 

of the DF. When utilizing the DF, the IF module receives inputs such as entropy, nonce, and a personalization 

string (PS). Nonce and PS are optional components. The input for the initialization function is composed of 

'Entropy || Nonce || PS,' and for the ARIA-128 algorithm, this input's length must exceed the output length of 

the DF, i.e., at least 256 bits. Irrespective of the use of nonce and PS, the updated data output from the DF 

serves as the input data (i_data) for the IUF function. In cases where the DF is not employed, the input for the 

initialization function consists of 'Entropy || PS.' The PS is an optional element, and the length of Entropy 

matches that of the output of the IUF function. For the ARIA-128 algorithm, the length is 256 bits. Regardless 

of the utilization of PS, its length aligns with the output length of the IUF function, either equivalent or zero 

bits. When using PS for ARIA-128, it is 256 bits, and in the absence of PS, it's 0 bits. The PS value after the 

XOR operation with Entropy is utilized as the input data for the IUF function". i_init_en (initialization enable 

signal) acts as an initial activation trigger for the system to commence a process. When activated, it sends a 

signal to initiate the system's initialization procedure. i_df_en (derivative function enable signal) determines 

whether the DF should be activated. When activated, it indicates that DF operations are enabled and should be 

utilized as part of data processing. i_data (32-bit input data) accommodates a 32-bit input data stream, serving 

as raw data input for the system. The data provided through this port is processed as part of the system's 

operations. i_data_en (input data validity signal) verifies the integrity of the input data stream. Activation 

signifies that the data present at the i_data port is valid and ready for processing. i_Elen (31-bit entropy length) 

and i_PSlen (31-bit PS length) specify the lengths of entropy and the personalization string in bits. Entropy 

signifies the unpredictability of the data, while the personalization string adds user-defined customization to 

the process. These lengths provide essential information for the system to handle data accurately. i_N (32-bit 

output data length in bytes) determines the byte-based length of the output data generated by the system. This 

specifies the output size of the data created by the system, ensuring consistency for external components or 

interfaces. These input ports facilitate the system in processing input data, customizing processing using 

entropy and personalization strings, activating specific functionalities like initialization and derivation, and 

generating output data of specified lengths, thus facilitating intended system operations and functionalities. 

 

 

4. RESULT 

Figure 5 shows the block diagram of the galois field (GF) module, functioning as the output bit 

sequence generator. It incorporates the internal update module, IUF, and the ARIA-CTR module while 

receiving additional input alongside key and value parameters. The IUF module ensures protection by updating 

the internal state once more before the final output, guaranteeing resilience even if the internal state is 

compromised due to an attack. Simultaneously, within the CTR module, leveraging the internal state, it 

proceeds with ARIA-CTR mode to generate 256 bits of random output. To expedite processing, this research 

employs two CTR modules in parallel, subsequently denoted as the TWIN_CTR configuration. 

The FSM consists of four primary states. The initial state, IDLE, signifies the system being in an idle 

state. When the i_gf_en input is activated to trigger the output generation function, the system transitions to 

the PRE_CTR stage. During PRE_CTR, preparatory tasks for output creation in CTR mode are performed. If 

additional input exists and a prior re-initialization has not been executed, the i_pre_ctr_en input is activated, 

transitioning from IDLE to PRE_CTR. In the PRE_CTR stage, Key and V undergo an additional update via 

the IUF invocation. Upon completion of this update, the system moves to the CTR_RUN stage upon receiving 
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the activated w_iuf_done signal from the IUF module. Within the CTR_RUN stage, utilizing Key, V, and 

output length (len_output) as inputs, the system generates an output bit sequence using CTR mode. Throughout 

this process, the TWIN_CTR module drives the CTR progress, producing the generated random bit sequence 

as output. Furthermore, V gets updated to V+len_output. Upon completion of the TWIN_CTR module, the 

system transitions to the IUF_RUN stage upon receiving the activated w_ctr_done signal. Finally, within the 

IUF_RUN stage, by receiving additional input data (AD), Key, and the updated V, the system recalls the IUF 

to perform another key and V update. 

 

 

 
 

Figure 5. Output generation function GF module block diagram 

 

 

5. CONCLUSION 

An IP that implements CTR-DRBG in verilog, providing a secure and efficient random number 

generation capability, is successfully developed. The validation results, conducted using test vectors, were all 

confirmed as expected. The overall clock cycle observed in the experiment was measured at 3.85 ms. In this 

study, implementing CTR-DRBG in verilog has allowed the creation of a secure and integrity-assured random 

number generation system. This system provides secure randomness for cryptographic applications and 

information security systems. 
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