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 Recently, various discussions, solutions, data, and methods related to 

coronavirus disease 2019 (COVID-19) have been posted in online forum 

communities. Although a vast amount of posting on COVID-19 analytical 

projects are available in the online forum communities, much of them 

remain untapped due to limited overview and profiling that focuses on 

COVID-19 analytic techniques. Thus, it is quite challenging for information 

diggers and researchers to distinguish the recent trends and challenges of 

COVID-19 analytic for initiating different and critical studies to fight against 

the coronavirus. This paper presents the findings of a study that executed a 

web mining process on COVID-19 data analytical projects from the Stack 

Overflow and GitHub online community platforms for data scientists. This 

study provides an insight on what activities can be conducted by novice 

researchers and others who are interested in data analysis, especially in 

sentiment analysis. The classification results via Naïve Bayes (NB), support 

vector machine (SVM) and logistic regression (LR) have returned high 

accuracy, indicating that the constructed model is efficient in classifying the 

sentiment data of COVID-19. The findings reported in this paper not only 

enhance the understanding of COVID-19 related content and analysis but 

also provides promising framework that can be applied in diverse contexts 

and domains. 
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1. INTRODUCTION 

The coronavirus disease 2019 (COVID-19) pandemic has transformed almost all our daily 

activities such as education activities [1], food-related activities [2] and economic activities [3] into a new 

normal. Not only daily activities, research activities from different fields have also moved towards  

COVID-19 related issues. Data scientists have undertaken numerous initiatives to develop pertinence 

software with different computing techniques to analyze, visualize, track, predict, forecast, and potentially 

alleviate the COVID-19 phenomenon. The ultimate goal from these works is to provide more insights that 

will then trigger new analytical activities by data scientists and the development of software tools, 

specifically tailored to the COVID-19 and potentially reshaping future practices when the same or new 

pandemics occur. 

https://creativecommons.org/licenses/by-sa/4.0/
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The most significant technique used by the data scientists to cater to big data evolution on COVID-19 

is web mining [4]. Latif et al. [5] have presented bibliometric analysis based on web mining dataset on  

COVID-19 spread and mitigation strategies. The findings present relevant use cases of data science activities 

and summarizing publicly available datasets to be used by researchers. Due to emerging challenges related to 

COVID-19 software tools, researchers in [6]–[8] have utilized web mining to get insights on the recent trends of 

software development to combat COVID-19. Furthermore, in concern to software development challenges in 

handling bugs and errors, there were 129 open-source software projects for COVID-19 in GitHub that have 

been analyzed, and the researchers have successfully classify 550 bugs based on the proposed machine learning 

prediction project [9]. GitHub is a web-based collaboration platform for software developers and has been used 

as a popular platform for web mining including in [10], which were the first two projects related to COVID-19. 

Stack Overflow is another platform for data scientists and software developers. Georgiou et al. [11], the Stack 

Overflow platform has been analyzed with web mining technique to present the most prominent technologies 

adopted for developing COVID-19 software. The results have shown that developers community response were 

immediate and the interest of developers on COVID-19 related challenges was sustained after its initial peak. 

Beyond web or data mining, sentiment analysis which also known as opinion mining (OA) emerges as 

a valuable technique for examining and identifying the emotional tone or attitude conveyed in various forms of 

communication, including text, speech, and other types of media [12]. The majority of COVID-19 sentiment 

analyses have predominantly utilized social media platforms, notably Twitter [13]–[15]. Sentiment analysis 

faces challenges such as categorizing text in the form of sarcasm, irony, context-dependent sentiment, and 

handling mixed sentiments within a single text. Businesses use it to analyze customer feedback, reviews, and 

social media comments to gauge customer satisfaction [16], [17]. The problem arises from the limited focus on 

popular social media platforms, such as Twitter, for sentiment analysis and data mining, which might not 

provide a holistic representation of the diverse approaches and discussions within the data science community. 

This study addresses the gap and aims to rectify it by looking into GitHub and Stack Overflow platforms, where 

data scientists and developers actively collaborate on COVID-19 analytical projects. 

The contributions of this study are threefold. First, this study contributes by preparing  

a comprehensive COVID-19 dataset obtained through meticulous web mining activities on GitHub and Stack 

Overflow platforms. The dataset is a rich resource encompassing diverse perspectives and practices from the 

global data science community engaged in COVID-19 analytical projects. Second, the study introduces a 

robust research framework based on natural language processing (NLP) and machine learning analyses.  

Since recent literatures do not provide detail implementation framework for analyzing COVID-19 dataset 

based on NLP and machine learning, this framework that was constructed based the prepared COVID-19 

dataset, provides a structured approach for extracting meaningful insights, sentiments, and patterns from 

textual data. Thus, this will contribute to the advancement of analytical methodologies in the context of the 

ongoing pandemic. It will enable researchers and practitioners to consistently use and build the proposed 

framework, ensuring reliable and comparable analyses in the field. Third, the study enhances analytical depth 

by incorporating semantic analysis within COVID-19-related content. This leads to a more comprehensive 

interpretation of the data, offering valuable insights into the complexities of the pandemic issues for future 

intervention strategies. 

This paper comprises of four sections. The first section provided an overview of the study's 

background. In the second section, the methodology used to conduct the study was described, including the 

flow of the process. The third section explained the experiments that were carried out, along with the results 

obtained. Finally, the fourth section drew conclusions based on the overall findings of the study. 

 

 

2. METHOD 

This study involved important methods for achieving the objectives, including sentiment analysis, 

and machine learning. Machine learning for classification is a powerful application where algorithms are 

trained to categorize or classify input data into predefined classes or labels [18]. Three algorithms were 

utilized for the machine learning analysis namely linear regression, Naïve Bayes (NB) and support vector 

machine (SVM). Linear regression is widely used for predicting numerical outcomes and understanding the 

strength and direction of relationships between variables [19], [20]. NB is a probabilistic algorithm that often 

performs well and is particularly popular for text classification tasks, spam filtering, and sentiment analysis [21].  

It is a relatively simple yet powerful algorithm that works well in practice, especially when the independence 

assumption holds reasonably well or when computational efficiency is a priority [22]. SVM is a powerful 

supervised machine learning algorithm that is used for both classification and regression tasks. SVM are 

widely used in various domains due to their effectiveness, especially in high-dimensional spaces such as in 

image classification and text classification [23]. 
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2.1.  Research phases 

This study consists of four main phases, including data collection, feature selection and extraction, 

data analysis, and results generation and visualization. The proposed work process is depicted in Figure 1.  

To gather the desired data, specific queries were employed to locate and save the targeted data in the required 

format. Several tools and application programming interfaces (APIs) can be used to scrape data from 

websites such as beautiful soap and regular expressions. These three examples are Python packages and 

library that helps user to collect data from desired pages [24]. The data mining process utilized web scraping 

methods to visit various web forums and determine which communities provided sufficient data for 

collection and analysis. General keywords were used to collect more data for analysis. The data were then 

processed through feature selection and extraction phases, which included stop word removal and word 

stemming processes to further clean and prepare the data. URL links, white spaces, symbols, abbreviations, 

and other extraneous information are several items that will be removed from the raw collected dataset [25]. 

Next process is data analysis that started with word vectorization (transforming the word to 

numerical presentation) [26], and identifying word polarity using TextBlob [17]. TextBlob is a lexicon-based 

text analyzer which applies natural language toolkit (NLTK) to process the text [17]. Word polarity is used in 

identifying the score of the word to either positive, negative, or neutral. If the polarity score equals 0, the 

word will be categorized as neutral. If the polarity score is more than 1, then the word will be categorized as 

positive, otherwise the word will be categorized as negative. In this study, due to low volume of dataset, the 

range of positive and negative values were altered to either more than 0 (>0) or less than 0 (<0). Algorithm 1 

shows the steps of calculating the word polarity. The input is taken from the list of words that had went 

through feature extraction and selection phase. The output of Algorithm 1 will be an input to Algorithm 2 

whereas Algorithm 2 is used to classify the word polarity score into specified categories: positive, negative 

and neutral. The last phase is results phase that presents the outcome of the analysis via data visualization 

tools such as word cloud, graphs and recommendation text. 

 

 

 
 

Figure 1. The proposed methodology on data analysis activities 

 

 

Algorithm 1. Word polarity 
Input: word (string): The input word for polarity analysis. 

Output: score (float): Polarity score. 

Procedure: 

1. Function calculate_polarity_score(word): 

   1.1. Parameters: word (string): The input word for polarity analysis. 

   1.2. Calculate polarity_score using calculate_polarity_score(word). 

   1.3. Returns: polarity_score (float): The polarity score of the word. 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Web mining and sentiment analysis of COVID-19 discourse in online … (Masurah Mohamad) 

1283 

Algorithm 2. Word polarity classification 
Input: score (float): The polarity word score for classification. 

Output: category (string): category for each word. 

Procedure: 

2. Function categorize_word_polarity(word): 

   2.1. Parameters: score (float): The polarity score for polarity analysis. 

   2.2. If polarity_score equals 0: 

        2.2.1. Set category to "neutral". 

   2.3. Else, if polarity_score > 0: 

        2.3.1. Set category to "positive". 

   2.4. Else: 

        2.4.1. Set category to "negative". 

   2.5. Return category. 

 

Instead of using word polarity in classifying the words, machine learning algorithms such as logistic 

regression (LR), NB, and SVM were also employed in classifying the words into positive, negative, and 

neutral categories. These algorithms have shown promising accuracy results in various prediction and 

classification problems [25]. Before the data went through the classification process, 75% of the data were 

split for training and 25% for testing dataset. These processes help to identify patterns within the collected 

data. Finally, the results of the analysis were visualized using data visualization tools such as graphs to 

illustrate the activities performed by data scientists during the COVID-19 pandemic. The common diagram 

that is used to visualize the word polarity is by using word cloud which can also be called from the Python 

library. The overall proposed process can be presented by the following mathematical modeling. The specific 

functions and decision variables can be further detailed based on the actual implementation and tools used in 

the sentiment analysis process. Let: 

Q: set of specific queries used to gather the desired data. 

Draw: raw data collected from web forums. 

Dprocessed: processed data after feature selection and extraction phases. 

Dcleaned: data after stop word removal and word stemming processes. 

V: set of words after word vectorization. 

P: set of word polarities (positive, negative, neutral). 

C: Set of word categories (positive, negative, neutral). 

The entire process of data mining with sentiment analysis named as mining sentiment analysis that 

executes each process as a single function can be represented as shown in (1). The name of the function 

represented the process that will be conducted. For instance, WebScrapping(Q) represents the data scrapping 

process as mentioned in Q. 
 

𝐶 =  𝑀𝑖𝑛𝑖𝑛𝑔𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐴𝑛𝑎𝑙𝑦𝑠𝑖𝑠(𝑄) (1) 
 

Where: 

Draw = WebScraping(Q) 

Dprocessed = FeatureExtractSelect(Draw) 

Dcleaned = StoppingStemming(Dprocessed) 

V = WordVectorization(Dcleaned) 

P = TextBlobWordPolarity(V) 

C = MachineLearningClassification(V) 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Data description 

The data were collected from two web forums which are GitHub (https://github.com/) and Stack 

Overflow (https://stackoverflow.com/) from February 2020 until December 2021. 1,000 for GitHub and 

3,685 for Stack Overflow of unstructured data have been collected. The keyword used in the scrapping 

process is “covid” for both websites to avoid bias. The dataset consists of unstructured type of data and being 

treated as text during the analysis process. The dataset has gone through the data analysis activities (feature 

selection, feature extraction, and sentiment analysis process) using Python technology. Instead of TextBlob, 

machine learning algorithms like NB, LR, and SVM were used to verify and improve the performance of the 

obtained results using TextBlob. Both data were split into 75:25 ratio for training and testing dataset. 
 

3.2.  Results discussions 

The obtained results were visualized using visualization tools such as word cloud and table.  

Some recommendations were also discussed based on the findings. Table 1 lists the number of topics 

https://github.com/
https://stackoverflow.com/
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extracted from the GitHub and Stack Overflow using sentiment analysis approach by counting the 

sentiment score of each topic via TextBlob Python library. If the score is more than 0 (>0), the topic will 

be categorized as positive, meanwhile if the score equals to 0 (=0), the topic will be categorized as neutral, 

and if the score is less than 0 (<0), the topic will be categorized as negative. As can be seen, GitHub 

returned a very small size of topics under positive and negative categories. Not much can be extracted 

from both word clouds. Among the prominent words that appeared in positive category are 

“documentation”, “Laravel”, “data”, “python”, “rest-api” and “COVID19”. Meanwhile, in negative 

category, the most frequent words that occurred are “game”, “pygame”, “development”, “race”, and 

“covid”. In contrast, Stack Overflow page returned more topics compared to GitHub where 290 lies under 

positive topic category and 222 for negative topic category. The most prominent positive words for Stack 

Overflow are “using tableau”, “dashboard”, “covid record”, “detect covid” and “cases death”. Meanwhile 

for negative words, “plotly mapbox”, “mapbox base”, “base map”, “geojson file” and “ai covid” are 

among the frequent words that appear in this category. 

 

 

Table 1. Number of words according to sentiment score categories 
Web forum GitHub Stack Overflow 

Neutral 993 3174 

Positive 5 290 

Negative 2 222 

 

 

Tables 2 and 3 indicates the polarity scores of positive and negative topics for each GitHub and 

Stack Overflow datasets. For GitHub, most entries have positive sentiment scores, ranging from 0.033333 to 1 

which cover a diverse range, including COVID-19 data analysis, gaming development, social aspects, and 

programming frameworks. The data appears to reflect a mix of technical and non-technical discussions, 

showcasing the variety of interests represented in the dataset. This may be due to the data scientists were 

involved with several activities such as discussions on collaboration between the communities, system, or 

application development, and sharing of information. 

 

 

Table 2. Polarity scores of positive and negative categories for GitHub dataset 
Topic Polarity score Category 

[‘covid-race-game’, ‘game’, ‘pygame’, ‘deep-learning’, ‘artificial-intelligence’, ‘2d-game’, 

‘python-game-development’, ‘covid-19’] 

-0.4 Negative 

[‘social’, ‘laravel’, ‘indonesia’, ‘indonesian’, ‘laravel-nova’, ‘covid-19’, ‘sekitarkita’] 0.033 Positive 
[‘covid-19’, ‘coronavirus’, ‘api’, ‘react’, ‘documentation’, ‘node’, ‘rest-api’, ‘nextjs’, 'brazil', 

‘now’, ‘zeit’, ‘free’, ‘brasil’, ‘dados’, ‘insomnia’, ‘dados-atualizados-sobre’] 

0.4 Positive 

[‘coronavirus’, ‘heroku’, ‘ncov’, ‘deaths’, ‘flask’, ‘python’, ‘api’, ‘confirmed’, 'recoveries', 
‘covid-19’, ‘covid19-data’] 

0.4 Positive 

[‘covid-19’, ‘coronavirus’, ‘fitting’, ‘italy’, ‘epidemic’, ‘exponential-regression’, ‘sars-cov-2’] 0.5 Positive 

[‘covid-19’, ‘coronavirus’, ‘covid19-data’, ‘awesome’, ‘corona’, ‘awesome-list’, 
‘epidemiology’, ‘2019-ncov’, ‘2019ncov’, ‘coronavirus-info’, ‘covid19’, ‘sars-cov-2’, 

‘awesome-corona’, ‘awesome-coronavirus’] 

1 Positive 

 

 

Table 3. Polarity scores of positive and negative categories for Stack Overflow dataset 
Topic Polarity score Category 

[‘plotly’, ‘mapbox’, ‘base’, ‘map’, ‘world’, ‘covid’, ‘cases’, ‘geojson’, ‘file’] -0.8 Negative 

[‘missing’, ‘authentication’, ‘token’, ‘c3’, ‘ai’, ‘covid’, ‘19’, ‘data’, ‘lake’] -0.2 Negative 
[‘importerror’, ‘cannot’, ‘imponame’, ‘covid’, ‘partially’, ‘initialized’, ‘module’, ‘covid’] -0.1 Negative 

[‘possible’, ‘use’, 'positive’, ‘covid’, ‘record', 'prediction'] 0.1136 Positive 

[‘live’, ‘covid’, ‘data’, ‘dashboard’, ‘using’, ‘tableau’] 0.1363 Positive 
[‘sound’, ‘features’, ‘detect’, ‘covid’, ‘19’] 0.4 Positive 

[‘covid’, ‘return’, ‘latest’, ‘cases’, ‘deaths’, ‘data’, ‘without’, ‘filter’] 0.5 Positive 

 

 

Meanwhile, Stack Overflow polarity scores involved a few discussions related to COVID-19, 

programming errors, and data visualization tools. The entries with negative sentiment scores  

(-0.8, -0.2, -0.1) suggest challenges or issues in programming related to COVID-19 data. Terms like 

‘importerror’, ‘cannot’, and ‘partially initialized’ indicate potential difficulties in working with code or 

libraries. Entries with positive sentiment scores (0.1136364, 0.1363636, 0.4, 0.5) suggest a more favorable 

discussion, where topics include data visualization using tools like Tableau, sound features for detecting 
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COVID-19, and retrieving the latest cases and deaths data. The negative sentiment entries highlight 

specific technical challenges, such as authentication token issues, import errors, and module initialization 

problems. This suggests that developers or data analysts are struggling with obstacles in their work related 

to COVID-19 data processing and analysis. 

Figures 2 and 3 present the word clouds for both GitHub and Stack Overflow website for all word 

categories. As can be seen from Figure 2, it can be concluded that instead of covid related words, there are a 

few words that depicted several activities that were conducted during the pandemic. The keywords were 

identified by looking at the words that represents verb. The keywords found were “corona virus tracking”, 

“tracker”, “dashboard”, “visualization”, and “hactoberfest”. Meanwhile, Figure 3 shows “covid tracker”, 

“plotting covid”, “data visualization”, “downloading covid”, and “android detect” keywords. 

 

 

  
 

Figure 2. Word cloud from GitHub website 

 

Figure 3. Word cloud from Stack Overflow website 

 

 

3.3.  Classification results 

As mentioned in the previous subtopic, three machine learning models LR, NB, and SVM have been 

employed in the classification process. All models returned the same results which is 99.6% for GitHub 

dataset and 100% for Stack Overflow dataset with F1-score equals to 1. The obtained results indicate that the 

models achieved perfect precision and recall, with no false positives or false negatives. In conclusion,  

it seems that the three machine learning models (LR, NB, and SVM) are performing exceptionally well on 

both datasets. These models have effectively learned to classify the data with near-perfect accuracy.  

For future enhancement, it is essential to consider other factors such as the dataset size, data quality, and the 

potential for overfitting when interpreting these results in a real-world context. 

 

 

4. CONCLUSION 

This study introduces a robust research framework based on NLP and machine learning that 

analysis self-collected dataset on GitHub and Stack Overflow platforms about COVID-19 analytical 

projects engaged by data science community. Since recent literatures do not provide detail implementation 

framework for analyzing COVID-19 dataset based on NLP and machine learning, this framework that was 

constructed based the prepared COVID-19 dataset, provides a structured approach for extracting 

meaningful insights, sentiments, and patterns from textual data. The findings reveal that data scientists 

participated in numerous analytics related to the COVID-19 pandemic on GitHub and Stack Overflow, 

platforms that widely used by software developers and programmers. The study also revealed that a 

substantial number of data scientists dedicated their efforts to activities like tracking COVID-19 cases, 

creating data visualization dashboards, and developing COVID-19 tracking applications. Furthermore, 

evaluations of machine learning algorithms applied to sentiment classification within the GitHub and 

Stack Overflow datasets have shown a high performance that surpassed 90% accuracy rate as measured by 

the F1-score. In future, these algorithms can be used to demonstrate their potential for the development of 

automated response systems. The system would be capable of automatically addressing queries based on 

the sentiment expressed in any posts on platforms such as GitHub and Stack Overflow, or other platforms 

used by data scientists. This reporting approach has provided valuable insights to government agencies and 

decision-makers, aiding them in making effective choices. Due to this, government agencies could 

enhance their COVID-19 response by improving the communication strategies and allocating resources 

effectively in both technical and community engagement aspects. 
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