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 This study introduces an innovative approach to predicting signal strength 

degradation in urban areas by leveraging a data-driven machine learning 

methodology. Focusing on the issue of signal variation within diverse urban 

infrastructures, we introduce EzziSignal, a real-time signal data collection 

method through a mobile application. Traditional methods, such as manual 

drive tests, are labor-intensive and costly. In response, our research offers a 

novel and efficient alternative utilizing data mining and machine learning 

techniques. The study area was subdivided into multiple zones and sectors, 

independent of existing broadcast station locations. A custom mobile 

application was developed to systematically collect signal strength and 

location data across these zones, harnessing the collective power of over ten 

users' smartphones. This extensive dataset was then analyzed using the 

gradient-boosted algorithm, a sophisticated machine-learning technique. Its 

accuracy reached approximately 96.96%. The model exhibited promising 

results in predicting signal strength degradation, providing valuable insights 

into the dynamics of urban signal behavior. This research carries significant 

practical implications for telecommunication companies, offering an 

intelligent framework to optimize resource allocation and base station 

installation. By considering the deterioration of signal, strength determines 

the relationship between infrastructure and base station installation regarding 

the quality of networking. Ultimately, this optimization contributes to 

enhanced network coverage and improved service quality. 
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1. INTRODUCTION 

Mobile network operators analyze signal quality and strength to optimize their services, this study 

investigated the effects of building altitude on coverage quality. We have studied the problem detection of 

possible signal strength deterioration in different areas around the city. This problem is seen as a challenge 

for the operator at all times, due to customer dissatisfaction with signal deterioration in different 

infrastructures. 

https://creativecommons.org/licenses/by-sa/4.0/


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Automatic detection and prediction of signal strength degradation in urban areas … (Ibrahim El Moudden) 

959 

In the literature review, most previous research has focused on improving the construction of 

network coverage from sparse received signal strength indicator (RSSI) data collected by test drivers in 

different locations as done in [1]-[4]. Other studies predicting path loss characteristics in areas of different 

sizes, heights of buildings, and surrounding environments (mountains) [5]-[7] have followed the approach. In 

Zhang and Shu [8] it was founded on the correlation between coverage quality and the quality of the 

transmission link. To accurately estimate the link quality, a gradient decision tree (GBDT) based link quality 

estimator is proposed. Link quality estimation is the main problem in ensuring the reliability of data 

transmission and the performance of the upper-layer network protocol. Instead of using the test driver, 

Wayessa [9] employed a universal mobile telecommunications system (UMTS) network coverage hole 

detection using a decision tree classifier. This approach addresses the concept of detecting network coverage 

holes along with the associated challenges posed by conventional data collection methods. It also provides 

the basic information to help acquire the root cause of such challenges so that the optimization team can 

trigger the optimization process on time. Minimization of drive test (MDT) data was used to build a model 

that classifies different coverage problem scenarios such as "poor coverage and poor quality", "poor coverage 

but good quality", and "good coverage but poor quality". Map construction involves collecting information 

about signal coverage in sparse locations, which can be done conventionally by measurement methods such 

as manual drive tests. The networked construction of a map of the indoor radio environment helps the 

operator define the problem area. Rufaida [10] applied gradient boosting algorithms (specifically XGBoost 

and light gradient boosting machine) to formulate radio environment map (REM) coverage maps. The 

performance of these algorithms was assessed through experimental evaluation, which involved the creation 

of heat maps depicting the coverage of base stations. They received reference signal power, quality, and 

signal-to-noise ratio, under different configuration parameters. The outcomes affirm the superior efficacy of 

both XGBoost and light gradient boosting machine compared to existing baseline methods k-nearest 

neighbor and support vector machine. 

While earlier studies have explored the impact of path loss and the creation of a radio environment 

map, it is crucial to acknowledge their limitations, including the need for repetitive processes, organizational 

requirements, and considerable time and financial investments. Notably, they have not explicitly addressed 

the influence of signal strength deterioration as a predictive factor and its association with the radio 

environment. The approach proposed in this paper introduces a machine learning method, signal strength 

degradation prediction (SSDP), leveraging historical data gathered from diverse locations within the city. 

The remainder of this paper is organized as follows. In section 2, we detail the method and materials 

used in our study, including the initial phases of data processing, starting with data collection, the meticulous 

process of data cleaning, and the construction of the data structure description. Subsequently, we presented 

the machine learning algorithms (decision tree algorithm and gradient-boosting trees) and proceeded to train 

the model to classify the area and predict signal intensity degradation. In section 3, we conduct a 

comprehensive analysis of results, comparing and analyzing two methods and interpreting the strength of 

signal degradation prediction (PSSD). Section 4 succinctly summarizes our conclusions, highlighting key 

results and their implications for our research goals. 

 

 

2. MATERIALS AND METHODS  

This section initiates with a discussion on the data processing phase, covering data collection and 

cleaning procedures. Subsequently, the data structure is described. In the subsequent subsection, we 

introduce the machine learning algorithms, encompassing both the decision tree and gradient-boosted tree 

(GBT) models. Finally, the model learning process is elaborated upon, providing a comprehensive overview 

of the training procedure. 

 

2.1.  Data processing  

In the data processing phase, information was collected from the cell phone application, and the 

dataset was carefully cleaned to correct outliers, inconsistencies, and missing values. This rigorous process 

ensures the integrity and accuracy of our dataset, laying a solid foundation for subsequent analyses. The 

resulting high-quality data reinforce the reliability of our study results. 

 

2.1.1. Data collection 

The challenge lies in acquiring the test driver from the telecom operator for directly collecting data 

from base stations. RSSI is accessible on every cell phone, whether it is an iPhone, Android device, or any 

other cellular-connected device. The visual depiction of cellular signal strength is primarily conveyed 

through signal bars. Various phones utilize distinct decibel scales, often with negative values as shown in 

Figure 1. Those values were retrieved from [11] typically expressed in logarithmic units like decibels-

milliwatts (dBm) or decibels (dB), RSSI measures the ratio of received power to a reference power level. 
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RSSI values usually range from -50 dBm to -120 dBm, where -50 dBm signifies an excellent signal and -120 

dBm indicates a very weak signal strength. 

We designed a mobile application called EzziSignal-a real-time cell phone application for collecting 

signal strength information (RSSI), as illustrated in Figure 2. This application encompasses four key 

parameters: the user's latitude, longitude, signal strength, and time. This application is deployed on diverse 

mobile phones placed within moving cars operating at a consistent speed. 

 

 

 
 

Figure 1. Signal strength bars in dB 

 

 

 
 

Figure 2. EzziSignal-real time cell phone application for signal data collection 

 

 

In Tangier, Morocco, our data collection application is strategically deployed across three distinct 

geographic zones, each with unique infrastructure characteristics. These zones include mid-rise buildings 

with a height of 13 meters, open spaces, and high-rise buildings with a height of 22 meters (as shown in 

Figure 3). Figure 3(a) highlights the high-rise buildings, providing a visual representation of the specific 

environment and the corresponding changes in signal strength. On the other hand, Figure 3(b) shows 

buildings at medium heights, highlighting the complexities of signal strength fluctuations within this specific 

area. We present an example of signal strength data collection categorized by colored nodes representing 

signal strength intervals in Table 1. 

 

 

Table 1. Signal strength levels 
Signal strength Weak signals Medium signals High signals 

interval -91 to -120dBm -76 to -90dBm -50 to -75dBm 
Node color Red Orange Green 
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(a) (b) 

 

Figure 3. Data collection areas, (a) high-altitude of buildings (22 meters) and (b) medium altitude of 

buildings (13 meters) 

 

2.1.2. Data cleaning  

Before moving on to the data learning and analysis phase, we devote this section to data pre-

processing, a crucial step in the data analysis process. This step aims to prepare the raw data for analysis by 

eliminating errors, dealing with missing values and outliers, normalizing the data, and performing other 

necessary transformations. With this in mind, in the first phase, we used the median method to identify 

outliers and assess data dispersion. Before that, we had to keep a type for each value, classify them, and 

convert them into usable positive values in the next steps by applying the methods used by [12], [13]. 

− Step 1: Calculate the median: In this first step, we will calculate the median of the data set. We find the 

median equal -82 dBm. 

− Step 2: In this step, we change the sign of the data numbers and calculate the absolute deviation from 

the median for each data point (Table 2). 
 

 

Table 2. Absolute deviation 
Signal strength V1=58 V2=60 V3=62 V4=63 V5=64 V5=65 …..  V46=110 

Absolute 
deviation 

|Mx – 
V1|=21 

|Mx – 
V2|=19 

|Mx – 
V3|=17 

|Mx – 
V4|=16 

|Mx – 
V5|=15 

|Mx – 
V6|=14 

…….  |Mx – 
Vn|=31 

 

 

− Step 3: Identify outliers after calculating the threshold to determine which data are considered outliers. 

The interquartile range (IQR) is calculated by subtracting the first quartile (Q1) and the third quartile 

(Q3). Q1 is the median of the data before the overall median and Q3 is the median of the data after the 

overall median. We calculate the position of Q1 and Q3 respectively using (1) and (2). 

 

Q1 position =
(n+1)

4
  (1) 

 

Q3 position =
3(n+1)

4
  (2) 

 

Where n is the number of data points. Table 3 presents the position in data and the value of the median of Q1 

and Q3. Therefore IQR = Q3 − Q1 = 94 –  70 = 16. 

 

 

Table 3. Q1 and Q3 median 
 Position in data Value of median 

Q1 11 70 

Q3 35 94 
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− Step 4: Outlier replacement outliers are data that do not belong to the interval: 

 
[Q1 − 1.5xIQR, Q3 + 1.5xIQR] =  [70 − 1.5x16, 94 + 1.5x16] = [46, 118] =
[−118Dbm, −46Dbm]  

 

Furthermore, in Figure 4, we have replaced the outliers of this interval with the median value. Our data 

values range between -58 dBm and -110 dBm.  

 

 

 
 

Figure 4. Data values limits 

 

 

The second phase of the data cleaning process involves pinpointing duplicate values within the 

dataset that correspond to the same geolocalization. By isolating these duplicates, it becomes possible to 

streamline the dataset, ensuring accuracy and consistency in the information linked to specific geographic 

points. 

 

2.1.3. Data structure description 

Our dataset comprises 392 input lines, with each line containing twelve nodes featuring signal 

strength and location values. The signal strength is represented as a negative value in decibels, ranging 

between -50 decibels and -110 decibels. The data structure is organized based on location and the time of 

data collection. Additionally, each set of twelve lines includes a location category in the output data. The 

output from these lines falls into several categories, contingent upon the area from which the data was 

collected.  

The data categories we have collected primarily revolve around three key areas: medium-altitude 

buildings, open space, and high-altitude buildings. Each distinct category is assigned a specific letter for 

classification purposes. The process of selecting these categories necessitated thorough on-site visits to 

meticulously document all building-related details within each area. Table 4 provides a representation of the 

sample data that we have gathered. 

 

2.2.  Machine learning algorithms  

For the classification and prediction model. Two, machine learning-based models were trained using 

decision tree (DT) and gradient boosted tree (GBT). The choice of these machine learning classifiers was 

driven by the fact that the gradient boosted tree classifier is known to use ensemble Techniques, which have 

proven to increase the accuracy and performance of models. 
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Table 4. Sample of data structure 
node 

1 
node 

2 
node 

3 
node 

4 
node 

5 
node 

6 
node 

7 
node 

8 
node 

9 
node 
10 

node 
11 

node 
12 

Class 

-100 

Dbm 

-69 

Dbm 

-69 

Dbm 

-80 

Dbm 

-69 

Dbm 

-69 

Dbm 

-69 

Dbm 

-88 

Dbm 

-69 

Dbm 

-103 

Dbm 

-103 

Dbm 

-69 

Dbm 

Medium altitude of 

building (13m) 

-88 
Dbm 

-103 
Dbm 

-69 
Dbm 

-88 
Dbm 

-106 
Dbm 

-103 
Dbm 

-106 
Dbm 

-106 
Dbm 

-69 
Dbm 

-69 
Dbm 

-80 
Dbm 

-69 
Dbm 

Medium altitude of 
building(13m) 

-69 

Dbm 

-69 

Dbm 

-88 

Dbm 

-69 

Dbm 

-103 

Dbm 

-108 

Dbm 

-69 

Dbm 

-88 

Dbm 

-103 

Dbm 

-69 

Dbm 

-88 

Dbm 

-101 

Dbm 

Medium altitude of 

building(13m) 
-87 

Dbm 

-91 

Dbm 

-85 

Dbm 

-85 

Dbm 

-85 

Dbm 

-81 

Dbm 

-81 

Dbm 

-81 

Dbm 

-81 

Dbm 

-81 

Dbm 

-81 

Dbm 

-81 

Dbm 

Open Space 

-76 
Dbm 

-69 
Dbm 

-73 
Dbm 

-73 
Dbm 

-69 
Dbm 

-69 
Dbm 

-80 
Dbm 

-69 
Dbm 

-69 
Dbm 

-69 
Dbm 

-77 
Dbm 

-69 
Dbm 

Open Space 

-69 

Dbm 

-78 

Dbm 

-69 

Dbm 

-78 

Dbm 

-78 

Dbm 

-69 

Dbm 

-69 

Dbm 

-80 

Dbm 

-69 

Dbm 

-69 

Dbm 

-69 

Dbm 

-78 

Dbm 

Open Space 

-71 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

High-altitude of 

buildings(22m) 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

High-altitude of 

buildings(22m) 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-71 

Dbm 

-74 

Dbm 

-91 

Dbm 

-71 

Dbm 

-92 

Dbm 

High-altitude of 

buildings(22m) 
-87 

Dbm 

-71 

Dbm 

-95 

Dbm 

-71 

Dbm 

-89 

Dbm 

-71 

Dbm 

-89 

Dbm 

-71 

Dbm 

-89 

Dbm 

-71 

Dbm 

-89 

Dbm 

-71 

Dbm 

High-altitude of 

buildings 

 

 

2.2.1. Decision trees model 

We present an adaptation of the classification and regression trees (CART) algorithm designed to 

address signal strength degradation in data. CART is capable of constructing both classification and 

regression trees through a process based on binary attribute division as in [14]. It is also based on Hunt’s 

algorithm and can be implemented serially. In the context of a CART decision tree, the Gini index is a 

measure used to assess the impurity of a node in the tree. It is commonly used as a criterion for deciding on 

the division of nodes when building a decision tree. In decision trees, nodes represent subsets of data based 

on certain characteristics. The Gini index measures the impurity of a node, indicating how mixed the target 

labels are within that node. A node with low impurity means that it contains mainly instances of a particular 

class, while a node with high impurity contains a mixture of different classes. The Gini index is widely used 

and often preferred due to its computational efficiency and ability to work well in practice. We can formulate 

it as (3). 

 

Gini =  1 – Σ (Pi)2 (3) 

 

2.2.2. Gradient boosted trees mode 

We are dealing with structured data and looking for a high-performance algorithm, XGBoost is 

generally the preferred choice for such scenarios. We used XGBoost an optimized and enhanced version of 

GBT with additional features and regularizations, making it more robust, accurate, and efficient for practical 

applications [15]. In XGBoost, the learning rate (also known as the "eta" parameter) is a crucial 

hyperparameter that controls the step size at each iteration when fitting the gradient boosting model as shown 

[16]-[18]. This technique assesses the impact of each weak learner (tree) on the final ensemble model.  

A lower learning rate induces slower convergence, potentially yielding predictions that are more precise. 

Conversely, a higher learning rate may expedite convergence but heighten the risk of overfitting. 

In Figure 5, we illustrate the gradient-boosted method. Initially, we use residuals from the initial 

prediction as target values to construct the first tree. In the subsequent step, we multiply the tree results by 

the learning rate and add them to the previous prediction. For the third step, residuals after combining the 

initial prediction with the first tree (scaled by the learning rate) serve as target values for the second tree. This 

process is iterated until the specified number of trees is reached or no further improvement is attainable. The 

ultimate prediction materializes as the sum of predictions from individual decision trees, each weighted by 

the learning rate (4). 

 

Y (pred)  =  y1 +  (eta ∗  r1)  + (eta ∗  r2) + . . . + (eta ∗  rN)  (4) 
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Figure 5. Gradient boosted method 
 

 

2.3.  Model training  

We utilized KNIME software to simulate the system. Data in KNIME is arranged in a table format 

with a specified number of columns. The analysis begins by collecting and pre-processing the data. We drag 

and drop the "Column Filter" node from the "Node Repository" panel into the workflow editor panel. We 

connect the "Column Filter" node to the previous node (in our workflow, the "File Reader" "Adult Data Set" 

node). This node allows you to filter the columns in the input table and pass only the remaining columns to 

the output table. In the dialog box, columns can be moved between the Include and Exclude lists. The input 

table is split into two partitions (i.e., row-wise), the training and testing data. The two partitions are available 

at the two output ports. The partition has two options: “Absolute” and “Relative” The relative option permits 

specification of the percentage of rows from the input table in the first partition, ranging from zero to 100. In 

cases of the absolute value option, if the specified number of rows exceeds the available rows, all rows are 

placed in the first table, leaving the second table empty. In this study, we used the liner-sampling mode. This 

mode always includes the first and the last row and selects the remaining rows linearly over the whole table 

(e.g. every third row). This is useful to downsample a sorted column while maintaining minimum and 

maximum values. 

In our dataset partitioning strategy, we allocated 78% of the data for training and reserved the 

remaining 22% for testing, facilitating a robust evaluation of DT and GBT (Figure 6). The decision tree 

learner, used for DT classification, exclusively trained on the 78% subset, employing the Gini index for split 

calculation (Figure 6(a)). For GBT, the gradient boosted trees learner utilized the same 78% partition, 

offering advanced options like XGBOOST and surrogate (Figure 6(b)). This consistent partitioning approach 

ensures a fair comparison between DT and GBT models, allowing for a meaningful assessment of their 

classification performance. Both learners connected with the column filter node and finally, we have a node 

of scorers who have accuracy statistics content accuracy and Cohen’s kappa. 

 

 

  
(a) (b) 

 

Figure 6. Model of (a) DT and (b) GBT 
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3. RESULTS AND DISCUSSION  

In this section, we will elucidate the outcomes of our experiment. We have tested two different 

models on the testing set which consists of 22% of our dataset, those models are the advanced XGBoost 

option within the GBT framework and the CART decision tree employing the Gini index the outcomes were 

compared using a wide range of metrics which are stated in the next section. 

 

3.1.  Parameter metric 

According to Ohsaki [19], Patro and Patra [20], a confusion matrix can provide the required 

information to determine how a classification model performs correctly. However, by summarizing this 

information in a single figure, it is more appropriate to compare the relative performance of different models. 

we use evaluation metrics to measure the effectiveness of the classifier, including the confusion matrix, 

accuracy stated in [9], [21], [22], precision in [23], recall in [24], and the f-measure in [25]-[27], which have 

been calculated as: 

− Accuracy: this represents the ratio between all correctly classified instances and the total number of 

instances and is given in (5). 
 

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
  (5) 

 

− Precision (positive predictive value): This represents the ratio between the number of correctly 

classified positive instances and the number of all correctly and incorrectly classified positive instances. 

It is also known as the positive predictive value and can be calculated using (6). 
 

Precision =
TP

(TP + FP)
 (6) 

 

− Recall (positive sensitivity value): It represents the ratio of the number of correctly classified positives 

to the number of all the positive instances. It is also called a positive sensitivity value, which can be 

calculated by (7). 
 

Recall =
TP

(TP + FN)
  (7) 

 

− F-measure: It is a model metric that can be used when seeking a balance between precision and recall, 

as shown in (8). 
 

F − Measure =
2

1

Precision
+

1

Recall

  (8) 

 

In classification models, recall, precision, sensitivity, specificity, and F-measure measures are 

crucial for performance evaluation. Recall measures how well the model captures true positives, precision 

evaluates accurate positive predictions, sensitivity focuses on correct identification, specificity evaluates 

correct negative identification, and the precision and recall of the F-measure balance. These measures 

provide nuanced information that enables the model to be fine-tuned to the specific needs of the application. 

Key terms are crucial in assessing the classification model's performance with two-class labeled data 

(positive and negative). True positives (TP) denote correctly labeled positive instances, while true negatives 

(TN) represent accurately labeled negative instances. False positives (FP) occur when negative instances are 

wrongly labeled as positive, and false negatives (FN) arise when the classifier erroneously labels positive 

instances as negative. 

 

3.2.  Results of the decision tree learning model 

Concerning the decision tree algorithm, we have Table 5 illustrating the confusion matrix. The true 

positive class values of medium-altitude buildings (13 meters), open space, and high-altitude buildings (22 

meters) are 62, 5, and 13, respectively, which represent the diagonal in Table 6. For DT, accuracy was 

95.23%, and Cohen's kappa was 89.7%. Table 7 represents the parameters for each category. 
 

 

Table 5. DT confusing matrix results 
Row ID True positives False positives True negatives False negatives 

Medium altitude of building (13 meters) 62 2 22 2 

Open space  5 2 80 1 
High-altitude of buildings (22 meters) 13 0 74 1 
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Table 6. DT prediction classes 
Classe\prediction (Classe) Medium altitude of building Open Space High-altitude of buildings 

Medium altitude of building (13 meters) 62 2 0 
Open space 1 5 0 

High-altitude of buildings (22 meters) 1 0 13 

 

 

Table 7. DT Parameters result 
Name of category Recall % Precision % Sensitivity % Specificity % F-measure % 

Medium altitude of building (13 meters) 96.9 96.9 96.9 91.7 96.9 

Open space  83.3 71.4 83.3 97.6 76.9 
High-altitude of buildings (22 meters) 92.9 100 92.9 100 96.3 

 

 

3.3.  Results of the boosted gradient tree learning model 

 The ensuing Table 7 showcases the confusion matrix for the gradient-boosted tree predictor, GBT. 

We have the highest number of true positives in areas that refer to positive instances that have been correctly 

labeled as positive by the classifier compared to a few of the FP the negative instances that were incorrectly 

labeled as positive by the classifier. On the other side, we have TN these refer to the negative instances that 

were correctly labeled as negatives by the classifier their number is very large compared to the false 

negatives the positive instances that were mislabeled as negative by the classifier. Based on the GBT 

confusing matrix results in Table 8, we find that out of 84 test instances, the algorithm made only three 

misclassifications. As is observed from the table, there are three classes of zone categories, such as medium 

altitude buildings (13 meters), open space, and high-altitude buildings (22 meters). 

 

 

Table 8. GBT confusing matrix results 
Row ID True positives False positives True negatives False negatives 

Medium altitude of building (13 meters) 62 1 23 2 
Open Space 5 2 80 1 

High-altitude of buildings (22 meters) 14 0 74 0 

 

 

The true positive class values of medium-altitude buildings (13 meters), open space, and high-high-

altitude buildings (22 meters) are 62, 5, and 14, respectively, which represent the diagonal in Table 9. 

Regarding GBT, the achieved accuracy was a satisfactory 96.96%. Additionally, Cohen's kappa statistic 

yielded a value of 92.4%. Table 10 presents the parameters associated with each category. 

 

 

Table 9. GBT prediction classes 
Classes/prediction (Classes) Medium altitude of building Open space High-altitude of buildings 

Medium altitude of building (13 meters) 62 2 0 

Open Space 1 5 0 

High-altitude of buildings (22 meters) 0 0 14 

 

 

Table 10. GBT Parameters result 
Name of category Recall % Precision % Sensitivity % Specificity % F- measure % 

Medium altitude of building (13 meters) 96.9 98.4 96.9 95.8 97.6 

Open space 83.3 71.4 83.3 97.6 76.9 
High-altitude of buildings (22 meters) 100 100 100 100 100 

 

 

3.4.  Experiments/analysis 

After a comprehensive analysis of performance measures in Figure 7, including precision (Figure 

7(a)), recall (Figure 7(b)), specificity (Figure 7(c)), f-measure (Figure 7(d)), and sensitivity (Figure 7(e)), we 

found the GBT method outperforms the DT method on several criteria. The performance of the GBT method 

is consistently superior, with greater precision for mid-rise buildings, a better recall parameter for high-rise 

building structures, greater specificity, and significantly better F-measurements for all infrastructure 

categories. In addition, GBT displays superior sensitivity measurements, outperforming DT in particular in 

the medium and high building categories. Thus, based on these assessments, GBT emerges as the superior 

method, offering more robust and accurate predictive capabilities. 
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Figure 7. Compare performance measurements for GBT and DT to (a) precision, (b) recall, (c) specificity,  

(d) F-measure, and (e) sensitivity 
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3.5.  Interpretation  

Our study suggests that the deterioration in signal strength is different depending on the zone 

environment. Our experimental results on PSSD are very encouraging. We found that the prediction results 

correlate with the signal strength variation in the positions. The proposed method in this study tended to have 

an inordinately higher proportion as the accuracy of GBT is 96.42% and the accuracy of DT is 95.23%. Our 

study suggests that higher deterioration of signal strength is not associated with poor performance in the 

network. Rather, it is related to the environment of the area. This study explained that PSSD could 

characterize the type of infrastructure in terms of signal strength degradation. The proposed method may 

benefit from PSSD; PSSD can provide a lot of time and potential to optimize the resource allocation for the 

telecom company, to detect the problem of signal strength deterioration without adversely influencing and 

using a test drive tool several times without arriving at a complete solution.  

This study explored comprehensive network coverage; using the data, collection in real-time but the 

difference between the environments stays the impact to determine the homogeneous area. However, further 

in-depth studies are required to investigate the signal strength deterioration in other infrastructural areas, 

considering varying altitudes of buildings and curved spaces. Future studies may explore signal strength 

degradation and the relationship between base station location and building altitude, examining feasible 

methods for optimizing electrical energy consumption and evaluating strategies for achieving efficient 

coverage in networks. This research is essential to enable the telecom company to intelligently distribute the 

installation of new base stations. The distribution strategy should account for the specific characteristics of 

each infrastructure type and its associated signal strength deterioration, ensuring an effective deployment 

aligned with the unique features of each infrastructure category.  
 

 

4. CONCLUSION 

Automatic detection and prediction of signal strength degradation in urban areas using data-driven 

machine learning shows that the model can predict infrastructure as a function of RSSI, our results provide 

conclusive evidence that this phenomenon is associated with building height characteristics, this parameter 

being considered important for the prediction of signal strength deterioration. This shows that there is a clear 

difference in network coverage. These results are very important for future studies and for companies’ 

decision-making to achieve a balance between all regions and make them subject to quality standards.in 

addition to modifying the way base stations is installed in such a way that it suits the characteristics of the 

region. Our future work will involve generating a model that predicts the rate of consumption of elective 

energies based on the area's infrastructure. 
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