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ABSTRACT

Software component selection is critical in software engineering due to its vital role in
reducing software development cost and time. This study analyzes software component
selection research studies on methodologies, criteria, and multi-criteria decision-making
(MCDM) techniques. The key study findings are: first, comprehensive standardized
criteria for software component selection are lacking, with ambiguous terminology
used in research. Second, current ad hoc selection processes need streamlining to reduce
time, cost, and effort. Thus, an integrated approach is required to aid decision-makers.
The review suggests developing automated tools or decision support systems combining
multiple criteria decision methods to improve selection accuracy and efficiency.
Standardized criteria catalogs can also assist software developers in the evaluation.
The findings highlight that despite extensive academic research, component selection in
practice remains sub-optimal. By informing future research and tool development, this
review can benefit practitioners to systematically select the most appropriate software
components meeting software requirements.
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1. INTRODUCTION
Software component selection is a critical activity in software engineering that impacts cost, quality, and

development efficiency [1]-[3]. As software reuse and component based development have grown, organizations
increasingly rely on commercial-off-the-shelf (COTS) and open-source components [4]. However, selecting inappropriate
components can lead to software develpment delays, integration issues, and higher costs [5]. Therefore, having a systematic
selection process is vital. Past literature on software component selection has proposed various approaches, criteria, and
decision-making techniques. For example, Kwong et al. [6] presented a genetic algorithm optimization model while
Mancilla et al. [7] combined the COSTIUME and Azimut+ methods. Ibrahim et al. [8] introduced an uncertainty handling
approach called uncertainty handling in COTS selection (UnHOS). However, as Ayala et al. [9] found in interviews with
13 companies, ad hoc selection processes are still common. Existing reviews have also focused on subsets like iterative de-
velopment [10], criteria [4], or decision methods [11]. This reveals several gaps including the lack of a holostic perspective
on selection approaches, ambiguity in criteria terminology, and limited adoption of academic advances by practitioners.
To address these limitations, this study conducts a systematic literature review on software component selection covering
methodologies, criteria, and multi-criteria decision-making (MCDM) techniques. Therefore, this study contributes to the
literature by summarizing the state of research on software component selection, identify frequently used approaches, cri-
teria, and MCDM methods, classifying criteria into functional and non-functional, and finally discussing implications and
challenges to guide future research. The rest of the paper is orgnized as follows. The next section describes the systematic
review method, subsequent sections present the reuslts organized by research questions on contribution, approaches,
MCDM techniques, and criteria. Finally, the conclusion summarizes findings and discusses limitations and future work.
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2. RELATED WORK
Software component selection is a widely researched area, but current literature remains fragmented rather

than providing an integrated perspective. For example, Ayala et al. [9] interviewed 13 companies and found ad hoc
processes lacking systematic component selection methods. Only 4 companies had dedicated evaluation processes in place.
Colakoglu et al. [5] developed a multi-criteria decision model for component selection focused on quality attributes like
reliability, compatibility, and functionality. However, practitioner evaluation showed difficulties in accurately estimating
criteria weights. Gardas et al. [12] tried to address this by designing an analytical hierarchy process (AHP) based decision
support system to facilitate choosing open source components by reducing subjective weight bias. While promising,
the validation was limited to a case study of an enterprise resource planning (ERP) system. Mehlawat et al. [13] applied
fuzzy technique for order preference by similarities to ideal solution (TOPSIS) technique for component evaluation but
did not address comparative selection across alternatives. Hasselbring [14] emphasized the need for improved selection
processes but did not propose specific techniques. Several literature reviews exist but only focus on subsets of the literature.
For instance, Kitchenham et al. [10] reviewed component selection methods based on iterative development cycles,
excluding other paradigms. Mohamed et al. [4] studied selection criteria but did not analyze the overall processes. Pai et
al. [11] examined the applicability of multi-criteria decision methods without broader assessment of their implementation.
This fragmentation has led to scattered knowledge without a unified view of effective end-to-end selection approaches,
standardized evaluation criteria, integration of qualitative and quantitative data, or dedicated tool support [15]. There
are also gaps in understanding long-term costs, dynamic monitoring of deployed components, and comparisons across
domains [16]. A systematic review synthesizing findings and limitations could reveal open challenges and future directions.
It can also condense recommendations for adoption by practitioners struggling with ad hoc selection processes.

2.1. Selection methods/approaches and MCDM techniques
Component selection methods are critical in component-based software engineering (CBSE) as they determine

the quality, efficiency, and cost-effectiveness of software systems [17]. Several activities are involved in component
selection to improve usability. These include qualification to ensure functional and non-functional requirements are met,
adaptation to modify a specific component based on predefined rules, and composition to integrate the selected component
with others in building the software [18]. Nevertheless, selecting components can be challenging for software developers,
as it often involves using specialized sourcing engines (SSE) and/or component repositories [9]. As a result, researchers
have proposed various selection methods/techniques to address these challenges. For example, Kaur and Tomar [19]
developed a multi-objective optimization model (MOO) using pre-emptive goal programming for software component
selection. The MOO method optimizes conflicting selection criteria by prioritizing goals and selecting components that
achieve the highest priority goals first [19]. Several methods and techniques have been proposed to address different issues,
such as reducing the gap between actual requirements and enabling decision-makers to make informed decisions, as in
the case of CARE [20]. Mancilla et al. [7] combined COSTUME and Azimut+ to address functional and non-functional
requirements and classify components based on their non-functional requirements for selection. Ibrahim et al. [8] proposed
a method called UnHOS which uses AHP and bayesian belief network (BBN) to select and evaluate COTS while handling
uncertainty. Moreover, several other studies have utilized these techniques to facilitate the decision-making process
for software component selection. Mittal [21] introduced a framework prioritizing reusability as the primary selection
criterion for evaluating and selecting software components. They employed the AHP in their methodology. Similarly,
Faridi et al. [22] recommended a technique based on the software quality model ISO/IEC 25010 to determine the suitable
components during the selection process. Faundes et al. [23] suggested a fuzzy decision-making system-based approach
for selecting components that evaluate and compare commercial off-the-shelf (COTS) and their impact on IT organizations.
Kaur and Singh [24] introduced PROMETHE, a method for evaluating and selecting components that consider various
quality attributes important for selecting COTS components, including reliability, integrability, performance, cost, and
maintainability. Nazir et al. [25] suggested using the analytic network process (ANP) to select components, considering
criteria such as effectiveness, efficiency, satisfaction, safety, and usability. Khan et al. [26] proposed a method for
component selection based on CBSE to increase software reusability. This approach reduces development costs and
time by selecting easily adaptable components to different software systems. Kuar and Tomar [27] demonstrated the
effectiveness of clustering-based algorithms for selecting components by validating four approaches: fuzzy-c clustering,
subtractive clustering, hybrid XOR-based clustering, and fuzzy relation-based clustering. Sekar and Sethuraman [28]
suggested a technique for selecting components in web engineering that employs fuzzy ranking and rough sets to enhance
the functionality of web applications. Tian et al. [29] suggested a method for selecting components based on clustering
and information entropy weighting. Industry experts can use this method to choose suitable components by analyzing
the selection results and utilizing artificial experience to make an optimal selection.

Kaur and Tomar [18] proposed a four-tier architecture for component selection that uses clustering. The
architecture tiers include the component requirements and selection tier, the query and decision tier, the application logic
tier, and the component cluster tier. Padhy et al. [30] presented a component selection approach by creating a reusability
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matrix that outlines the selection criteria for different classes of components. Mehlawat et al. [13] have presented a hybrid
framework named TOPSIS, which combines various software component selection and evaluation techniques previously
applied in different contexts [31]. Sahu et al. [32] proposed a method that consisted of AHP, hesitant fuzzy (HF) sets
and technique to test the reliability of software components. This method HF-AHP-TOPSIS tests the weights of software
components to assess software engineers in the selection process. Kalantari et al. [33] proposed a model called fuzzy-intra
coupling density (fuzzy-ICD) based on multi-objective optimization by maximizing the functions of fuzzy-ICD. Also,
Mayers classification where utilized to calculate the relationship cohesion and coupling between software components.

However, the proposed method consumes time which increases the cost of software development.
Gupta et al. [34] proposed an optimization model that uses data envelopment analysis technique (DEA) to evalu-
ate the fitness of the software component based on the input and outputs. The proposed technique helps decision makers
to select software components by integrating build and/or buy decisions. However, the proposed model does not deal with
uncertainty and the use of redundant components, which increases the execution time. Verma et al. [35] proposed a model
based on TOPSIS and multi-objective optimization for software component evaluation and selection. The proposed model
assists software developers and decision makers to select software components when multiple applications being developed
at the same time. Nevertheless, this model does not consider the uncertain information of software component selection.
Bali et al. [36] presented intuitionistic fuzzy-TOPSIS approach as a solution for COTS assessment and selection. However,
the presented approach does not rank the requirements of the component which affect the robustness of the built software.

2.2. Evaluation criteria
To choose the appropriate software component, it is necessary to establish a set of evaluation criteria based

on both user and system requirements. As a result, selection methods are categorized based on these criteria. For
example, some methods assess components based on functional requirements, while others evaluate them based on
non-functional requirements. Some methods consider both types of requirements. Also, there are three strategies applied
for evaluating software components according to [37]: i) progressive filtering (PF): this method gradually eliminates
software components from the repository that do not meet the established evaluation criteria; ii) puzzle assembly (PZ):
with this approach, the selected software components must be compatible with the environment of the primary software
and integrate seamlessly with other system components [38]; and iii) keystone identification (KS): this method requires
that the selected components meet the stakeholder’s requirements and are in compliance with the latest technologies [37].

3. METHODS
This study applied systematic literature review (SLR) methodology because it incorporates a step-by-step details,

explaining the rationale behind the chosen method, and defining the classification approach which makes the review
process more reproducible and rigorous. Therefore, SLR used by this study because it is comprehensive, reproducible,
reliable, and applicable for software component selection literature. Moreover, the applied method took similar steps
as [39], [40]. SLR is a new method to produce an evidence regarding a specific technology to identify the followed
direction and grade of research for investigating research questions/hypothesis [40]. SLR differs from ordinary literature
review because it uses pre-defined search strings based on the study research questions to identify relevant studies and
literature. Therefore, the final results of the SLR are considered precise, consistent, and unbiased in comparison with other
methods. SLR has four phases, such as planning phase, selecting phase, extraction phase, and reporting phase as shown in
Figure 1. The proposed method has already applied the three phases to answer the study research.

Figure 1. SLR method phases
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3.1. Eligibility and study characteristics
This section presents inclusion and exclusion criteria used in this study. This review study only considered papers

that fulfilled the following criteria as inclusion criteria: i) studies presenting software component selection methodologies
and approaches, ii) studies providing criteria for software component selection, and iii) studies employing MCDM
techniques to assist decision-makers in selecting the appropriate software component. The exclusion criteria were based
on, i) opinion or discussion papers without substantial technical content and ii) papers not written in English. However, due
to the scarcity of papers that described the same case, most papers were included in the study, which did not significantly
affect the study’s findings.

3.2. Information sources and search strategy
In this study several electronic indexed databases by Scopus, and Web of science were searched to synthesis

the required information from the published journal articles, conference proceedings, and technical reports. These
databases are IEEE Xplore, ACM Digital Library, ScienceDirect, SpringerLink, and Wiley Online library. Additionally,
relevant journals in the field were identified, such as Journal of Innovations in Engineering and Technology, Software
Quality Journal, Information and Software Technology, Journal of Computer Applications, IEEE Software, and Journal of
Computer Science and Information Technologies. We also searched for papers related to COTS in conference proceedings
from Science Direct, IEEE, and Springer. The search terms employed for this purpose are illustrated in Figure 2.

Figure 2. Search strategy terms

3.3. Paper selection
The selection process had two stages: i) initial screening based on the studies’ titles/abstracts obtained from

the search results, and ii) thorough reading of the main body of the papers for the final selection. Initially, over 100
relevant studies were identified from the search. These papers were examined to narrow the pool to those most pertinent
to the research question. After this initial screening, 52 papers were shortlisted for review. a number of the examined
papers were eliminated during the second round of paper selection as they did not provide valuable information on
software component selection, selection methodologies and approaches, or MCDM techniques for software component
selection. Consequently, a total of 24 papers underwent selection for inclusion in the review process as shown in
Table 2. Additionally, a cross-verification was conducted on the final list of reviewed papers to ascertain their alignment
in addressing the research questions and substantiating the principal objectives of this study.

3.4. Data extraction
The study carefully reviewed all the selected papers and extracted the following attributes into a standard

template: authors, publication year, title, selection criteria, selection method/approach, and MCDM technique see
Table 1. During data extraction, irrelevant information were captured to minimize subjective interpretations. Thus, three
papers were found to be completely irrelevant for software component selection.

Table 1. Data extracted from the reviewed studies
Attribute Description
Author(s) Author(s) of the study

Publication year publication year
Title Title of the study

Methodology/approach used for selection The study methodology/approach used for software component selection
MCDM technique The MCDM technique used in the study
Selection criteria The software component criteria led to component selection

3.5. Criteria classification
Functional and non-functional criteria were used to categorize selection criteria based on the software component

capabilities they assess. Functional criteria relate to the component’s services, features, and core functionality. While non-
functional criteria evaluate non-functional attributes of the component such as reliability, efficiency, usability, and security.
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4. RESULTS
4.1. RQ1: Software component selection contribution to the literature

This study categorized the reviewed literature into three groups: methodologies and approaches for software
component selection, MCDM techniques for software component selection, and selection criteria for software components.
Table 2 provides an overview of the reviewed literature on software component selection. While Figure 3 illustrates the
contribution of the literature in each category.

Table 2. Contribution of the reviewed literature summary
Author(s) Software component type Method/approach Criteria MCDM technique

Kwong et al. [6] Financial system Genetic algorithm (GA) Yes Yes
Mancilla et al. [7] Restaurant administration system Combination of COSTUME and Azimut+ Yes Yes
Ibrahim et al. [8] Airline reservation system UNHOS Yes Yes
Gupta et al. [41] System prototype FMP Yes Yes
Nazir et al. [42] Hypothetical case study OTSO and fuzzy logic Yes Yes
Zhiqiao et al. [43] Mail server system Lagrange relaxation decomposition with heuristic Yes Yes
Khan and Mahmood [44] Meeting scheduling system Cluster-based component selection Yes Yes
Gupta et al. [45] ERP software FMOP Yes Yes
Becker et al. [46] Different real-world case Methodical analysis approach Yes Yes
Kuar and Singh [24] General software systems PROMETHEE Yes Yes
Nazir et al. [25] Different ERP software ANP Yes Yes
Kuar and Tomar [19] .Net software Pre-emptive goal programming Yes Yes
Vescan [47] Reservation system Evolutionary-based algorithm Yes Yes
Kaur and Tomar [48] Set of sorting and searching components Four-tier architecture technique Yes Yes
Kaur and Tomar [27] Document manager Fuzzy clustering Yes Yes
Vescan and Şerban [49] Reservation system Multi-objective optimization approach Yes Yes
Verma and Mehlawat [50] Numerical illustration of software application Combined MCDM-AHP model Yes Yes
Khan et al. [51] Bounty rescue step game Multi-agent approach Yes Yes
Sekar et al. [52] Technology gallery K-means clustering, rank order clustering and similarity-based coefficients Yes Yes
Chatzipetrou et al. [53] Different types of components CoDA Yes Yes
Roopa and Reddy [54] SMEs software system Computational algorithm Yes Yes
Mehlawat et al. [13] E-commerce software TOPSIS Yes Yes
Gusev et al. [55] Digital psychological tools Mathematical model Yes Yes
Garg [56] E-payment system FMDBA Yes Yes

Figure 3. Contribution of the reviewed literature

Table 2 provides a summary for various software components, their associated methods/approaches, evaluation
criteria, and the MCDM techniques employed for analysis. Each column in the table represents specific information to the
body of knowledge. For instance, authors column represents studies conducted by different authors with their references
to easily allow the reader to locate the full details of the respective study. software component type column identifies
the type of software system being analyzed in these studies. The method/approach column describes the method/approach
being utilised in the analysis of the software component. As shown in this column, different methods/approached are
used to analyse software components. The criteria column indicates whether evaluation criteria were applied to assess the
software component. Finally, the MCDM technique column indicates whether MCDM technique is utilised in the analysis
or not. The provided data give an evidence of the variety of software component types were examined using different
methods/approaches. The study showed the most common techniques being utilised for components analysis. Moreover,
the presence of the criteria column indicates that these studies are involved in decision-making process where multiple
factors/criteria required. In addition, the MCDM technique column indicates that the authors were interested in assessing
and comparing different options based on multiple criteria, which is common in software development and decision-making
scenarios. At the end, the table provided a snapshot of a diverse set of studies that addresses different software components
related studies and end employing various methods/approaches. It worth’s nothing that without a complete context and
content of each study, it’s challenging to delve into deeper analysis or draw broader conclusions about trends in software
development pr decision-making. Figure 3 shows the contribution percentage of the reviewed literature in each category
in Table 2. For instance, 80% of the studies contributed to the literature in terms of the selection methods/approaches, 70%
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of the studies contributed to the literature in terms of the selection criteria, and more than 80% of the studies contributed
to the literature in terms of the utilised MCDM techniques. This indicates that most of the studies depend mainly on
one of the MCDM techniques to enable decision makers to take the right decision in the selection process.

4.2. RQ2: Methodologies and approaches for software component selection
Approaches and methods used to select the most appropriate software component can provide clear guidance

on the relevant factors and issues to consider during the selection process. They can also serve as a roadmap or guide
for the needs of individuals and organizations [57]. As shown in Table 2, 24 of the reviewed studies focused on the
methodology of selecting commercial off-the-shelf (COTS) software. Based on the literature review conducted in this
study, the following steps are proposed for selecting software components: i) identify the needs of the software component
by exploring alternatives and examining vendor offerings to assess quality and features, ii) create a shortlist of potential
options to simplify the selection process, iii) determine selection criteria, such as hardware specifications, operating
system requirements, and necessary functionalities. iv) evaluate the shortlisted software components using the appropriate
technique, v) to make informed decisions, assess and evaluate the selected component quality under specific conditions,
and vi) employ MCDM techniques to select teh appropriate component that meets individual/organizational needs.

4.3. RQ3: MCDM techniques
The process of selecting software components involves multiple activities as indicated in RQ2, which also indi-

cates the growing need for MCDM techniques to supports these activities. As presented in Table 2, many studies proposed
various MCDM techniques to aid decision makers in selecting the appropriate software components. Furthermore, several
studies utilized these techniques to make informed decisions for software component selection. However, these techniques
have limitations, such as constraints imposed by component capabilities and their integration with other components.
Furthermore, when component alternatives are available, selecting the appropriate component is a complex task [58].

4.4. RQ4: Selection criteria
The process of selecting a software component involves different activities as shown in RQ2, which requires the

developer to consider the selection criteria. These criteria is divided into quality attributes and service attributes including
efficiency, reliability, usability, maintainability, and reliability based on the provided services by the software component.
Some methods/approaches consider only quality attributes, while others consider both requirements. Moreover, various
quality models organize the quality attributes of software components, such as McCall, FURPS, FURPS+, ISO/IEC 9126,
and ISO/IEC 25010:2011 models. These models categorize quality attributes into product operation, revision, and transition.

The most common criteria for software component selection in published papers include vendor, software
and hardware requirements, and cost. Franch and Carvallo proposed a classification scheme for software criteria, which
includes functional criteria, quality attributes, and criteria classification according to the literature. Tables 3-5 represent
these categories in detail. However, it should be noted that the selection process may face certain constraints, such as
component capabilities and integration with other components, as well as the complexity of selecting the best component
when the number of alternatives is large.

Table 3. Software component functional criteria
Criteria Classification Description

Service provided by component Functional All functionalities/services provided by the software component to the user
Main aim Functional Main functionality provided by the software component for which is oriented

Completeness Functional The degree of the functional requirements performs well
Authentication Functional The capability of the software component to identify its users

Administrative functions Functional The capability of the software component to perform routine functions such as reporting

Table 3 presents an explanation of the different software component functional criteria that help evaluate and
understand the functionality of a software component. These criteria also help assess how well a software component
meets its intended purpose, performs its core functions, and interacts with users. The categorization of these criteria
as “Functional” indicates that they focus on the practical capabilities and features of the software component. Moreover,
these criteria play a significant role in evaluating and comparing software components to determine their stability for
specific application or context. Each row in Table 3 represents a specific criterion, and the columns provide details about
its classification and description. For instance, the “Criteria” column represents the specific aspect that is being considered
when evaluating a software component. The “Classification” column categorizes the criteria into a certain classification
(i.e., functional), which means that all listed criteria are related to functional aspects of the software component’s per-
formance and capabilities. Finally, the “Description” column provides a brief explanation of each criterion to help readers
understand what the criterion entails. As shown in the Table 4, there are different criteria used for the evaluation process
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including services provided by component to indicate the provided functionalities and services. In addition to the main
aim of the software component, completeness of the provided functionalities, authentication of the software component
users, and administrative functions that deals with software component’s capacity to carry out routine administrative tasks.

Table 4. Software component quality attributes
Criteria Classification Description

Usability Non-Functional Represents code size, independency of other components, number of users, and the ability to handle many users and transactions.
Maintainability Non-Functional Represents ease of use, effectiveness, learnability, and memorability of the software component

Reliability Non-Functional Component ability to handle user and environmental errors without crashing and support backup and recovery
Security Non-Functional The capability of the software component to handle attacks and data encryption

Efficiency Non-Functional The capability of the software component to respond to the user in a reasonable time and not consume lots of resources
Portability Non-Functional The capability of the software component to run on different models such as CORBA, OLE, .NET, and JDBC

Interoperability Non-Functional The capability of the software component to integrate with other software platforms
Reusability Non-Functional The capability of the software component to be reused with another software environment

Table 4 presents the required criteria that help assess a component’s alignment with intended purposes, core func-
tions, and user interactions. The provided analysis summarises the contents of functional criteria used to evaluate software
components. Each row in the table corresponds to a specific evaluation criterion, and the columns provide further details
about that criterion. For instance, the “Criteria” column identifies the specific aspect considered when evaluating a software
component. The “Classification” column groups the criteria into one category (i.e., functional). Finally, the “Description”
column provides concise explanations for each criterion to make it easy to understand what each one involves.

Table 5. Software component literature criteria classification
Criteria Classification Description

Tutorial Vendor Tutorial availability for the software component
Maintenance and Upgrade Vendor Support of the vendor for the component maintenance and upgrade

License and training Cost The cost of the software component license and users training
Maintenance and Upgrade cost Cost The cost of the software component maintenance and upgrade

Storage and communication protocols Hardware The required space on memory, communications protocol to run the software component
Compatibility and source code Software The compatibility of the software component and the integration environment, and the availability of the source code

Table 5 presents a set of criteria used to evaluate software components. Each criterion is categorized based
on its primary focus, such as vendor-related factors, costs, hardware, and software aspects. The criteria highlights various
important facets of software components, ranging from tutorials and support to financial considerations and technical
requirements. The “Criteria” column outlines specific aspects that are taken in considerations when evaluating software
components. The “Classification” column categorizes each criterion into different classifications that corresponds to
relevant characteristics such as vendor, cost, hardware, and cost. Finally, the “Description” column explains each criterion
in a concise way.

5. DISCUSSION
Based on the established research questions in this study, the study addresses these questions as follows:
RQ1, The study identifies a notable absence of comprehensive criteria catalogs devised for the purpose of software

component selection based on standardized and universally acknowledged evaluation measures for software components.
Furthermore, scholarly endeavors have presented a multitude of disparate criteria; however, they are plagued by inherent
ambiguity and inconsistency in terminologies employed. Additionally, some studies concentrate on quality attributes such
as reliability or usability, while others consider functional criteria, vendor-related factors, and cost aspects. This variance in
the definition of criteria poses a significant challenge in objectively comparing and selecting software components. Conse-
quently, the presence of comprehensive criteria catalog emerges as a potential remedy to standardize the selection process.

RQ2, emphasizes the necessity for refined selection methodologies within the current industrial landscape.
Presently, ad-hoc selection process prevailing in industry settings exhibit inefficiencies, inconsistencies, and susceptibility to
sub-optimal choices. Their inherent deficiencies lie in the absence of systematic techniques for the stages of identification,
prioritization, assessment, and decision-making. Enhancing these processes necessitates the implementation of streamlined
frameworks that encompass comprehensive criteria definition, weighting mechanisms, candidates evaluation protocols,
and optimization algorithms, thereby elevating the level of rigor. The integration of automated tools aligned with these
selection frameworks stands poised to significantly diminish manual efforts and reduce time consumption. Furthermore,
standardized procedures hold the promise of mitigating the occurrence of costly rework resultant from ill-informed
choices, thereby underscoring their potential value within the selection paradigm.
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RQ3, underscores the importance of integrating MCDM techniques to facilitate informed decision-making in the
selection of optimal software components. This process necessitates the evaluation of trad-offs among numerous criteria,
mandating the utilization of MCDM techniques. The comprehensive review identified a spectrum of diverse MCDM
methodologies, including but not limited to AHP, TOPSIS, and fuzzy logic. which have been employed in software
component selection context. Presently, these techniques are predominantly utilized in isolation, primarily aiding in criteria
weighting and hierarchical ranking of alternatives. However, the integration of these MCDM methodologies within the
selection framework holds promise in systematically guiding the decision-making process. Furthermore, the incorporation
of automated tools that implement these techniques stands to augment the expediency of decision-making, facilitating
faster and evidence-based selections. This review aimed to offer a holistic perspective on software component selection
research, shedding the light on various challenges and limitations. Despite decades of academic exploration into systematic
methodologies, ad-hoc selection processes persist, indicating industry reluctance to adopt structured approaches. To bolster
selection practices, the integration of frameworks, improved tools, and empirical comparisons is necessary. The diverse
landscape of criteria terminology, categories, and their significance catalogs to enable consistent evaluation. Established
quality models like ISO 25010 serve as valuable starting points. While existing research often delves into criteria weighting
and isolated techniques, there’s a pressing need for integrating qualitative/quantitative data, considering long-term costs,
and dynamically verifying deployed components. Furthermore, the lack of real-world validation for reported techniques
hampers practical adoption. Crucially, a few studies delve into organizational and managerial aspects of selection, such as
cross-team coordination and vendor evaluations. In essence, this review consolidates scattered literature to reveal ongoing
challenges, proposing improvements to steer future research towards comprehensive, standardized, and empirically
validated selection methodologies finely attuned to industrial settings.

6. CONCLUSION
This study presented a systematic review of software component selection literature focused methodologies,

criteria, and MCDM techniques. The findings reveal that while many techniques have been proposed, and ad-hoc selection
processes remain common in practice. This demonstration gaps between academic research and industrial adoption.
The review also found inconsistencies in criteria terminology, with no standardized comprehensive criteria list. Based
on the review, some future research directions are identified. There is a need for integrated selection frameworks that
unify criteria, assessments, and decision-making. Developing supporting tools aligned with industrial environments can
also facilitate adoption. Comparative empirical studies on different techniques and standardized criteria catalogs can drive
consensus. Finally, dynamic verification of deployed components and cost considerations need more focus. The review
methodology itself had some limitations. The search process could miss relevant papers despite a broad strategy. Extracted
data dependent on the authors’ subjective interpretation. Criteria classification schemes also require robust definitions.
Nonetheless, the study condenses extensive research on software component selection to highlight key challenges and
implications for both academics and practitioners.

7. FUTURE WORK
This systematic review study draws several potential future work avenues. First, there is a need to construct a

comprehensive software component selection framework that harmonizes criteria definition, assessment mechanisms, and
MCDM techniques, encompassing both qualitative and quantitative metrics. This framework should be designed to cater
specifically to industry needs, accompanied by supporting tools tailored for criteria weighting, candidate evaluation, and
final selections, aiming to ease adoption within practical settings. Moreover, conducting thorough empirical comparisons
among various selection approaches using real-world systems can ascertain the most effective techniques. This entails
the derivation of a standardized, universally-applicable criteria catalog covering functional, quality, vendor-related, cost,
and other pertinent attributes crucial for software component selection. Additionally, exploring aspects such as long-term
costs, integration challenges, and post-deployment verification of selected components through field studies will provide
valuable insights. Specialized techniques focusing on organizational and managerial perspectives, including vendor
evaluations and team coordination during the selection process, require dedicated investigation. Furthermore, it’s essential
to evaluate these proposed techniques across diverse software domains, such as enterprise systems, embedded systems,
and AI applications to ensure broad relevance and applicability. Finally, these future work suggestions seek to standardized
and optimized software component selection, enhancing its practical nature. Additionally, these suggestions aspire to
bridge the gap between academic research and industrial practices, fostering mutual enhancements for both domains.
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