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 The process of analyzing textual data involves the utilization of topic 

modeling techniques to uncover latent subjects within documents. The 

presence of numerous short texts in the Indonesian language poses additional 

challenges in the field of topic modeling. This study presents a substantial 

enhancement to the term weighting log entropy (TWLE) approach within the 

latent dirichlet allocation (LDA) framework, specifically tailored for topic 

modeling of Indonesian short texts. This work places significant emphasis on 

the utilization of LDA for word weighting. The research endeavor aimed to 

enhance the coherence and interpretability of an Indonesian topic model 

through the integration of local and global weights. Local Weight focuses on 

the distinct characteristics of each document, whereas global weight examines 

the broader perspective of the entire corpus of documents. The objective was 

to enhance the effectiveness of LDA themes by this amalgamation. The 

TWLE model of LDA was found to be more informative and effective than 

the TF-IDF LDA when compared with short Indonesian text. This work 

improves topic modeling in brief Indonesian compositions. Transfer learning 

for NLP and Indonesian language adaptation helps improve subject analysis 

knowledge and precision, this could boost NLP and topic modeling in 

Indonesian. 

Keywords: 

Global weight 

Indonesian language 

Latent dirichlet allocation 

Local weight 

Term weighting log entropy 

TF-IDF 

Topic modelling 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Dedi Rosadi 

Department of Mathematics, Faculty Mathematics and Natural Science, Universitas Gadjah Mada 

Sekip Utara Bulaksumur, Yogyakarta, Indonesia  

Email: dedirosadi@ugm.ac.id 

 

 

1. INTRODUCTION  

Natural language processing (NLP) is a machine-learning technology that allows computers to 

interpret, manipulate, and understand human language. Topic modeling is one of the techniques in NLP that 

aims to identify and extract topics hidden in collections of text documents, especially short texts such as tweets, 

product reviews, and public opinion surveys, that are dense with information and public opinion [1]. Topic 

modeling for short texts presents challenges such as lack of context, extensive configuration requirements, and 

potential bias in the model due to the brevity of the text. The shortcomings and limitations of such texts demand 

topic modeling algorithms that effectively extract the themes and meanings contained [2]. 

The Indonesian language has a unique structure and linguistic richness makes topic modeling more 

complex, especially for short texts, increasing the need for customized methods to overcome these challenges. 

latent dirichlet allocation (LDA) assumes the role of the most widely adopted method for this purpose, 

demonstrating its efficacy across diverse languages [3]–[5]. However, concerning the Indonesian language, 

additional investigation is essential to refine techniques for generating more accurate and important topic 

models [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Hidayati and Parlina [7] on comparison of topic modeling algorithm performance on Indonesian short 

texts which compares the topic extraction performance of LDA, non-negative matrix factorization (NMF), and 

gibbs sampling dirichlet multinomial mixture (GSDMM) algorithms from short Indonesian texts. This study 

found that LDA outperformed NMF and GSDMM regarding topic coherence scores, but human judgment 

showed that the word clusters generated by NMF and GSDMM were easier to infer. The present article explores 

an enhanced approach to evaluating word significance within LDA, specifically emphasizing the term 

weighting log entropy (TWLE) method for modeling topics in short Indonesian texts.  

TWLE method is a topic modeling technique for calculating word significance based on a document's 

word entropy [8]–[10]. Entropy quantifies the diversity or uncertainty of word occurrences within a document, 

clarifying the information included by these words. However, traditional log entropy weighting takes an 

insufficient approach and fails to account for local and global attributes of words present within a corpus  

[11]–[13]. To address these limitations of log entropy weighting approaches such as log entropy weighting in 

this research, we developed TWLE as an improved weighting alternative that considers both local and global 

attributes of words [14], [15]. Local weights help capture context significance through evaluation of document 

frequency while global weights indicate importance within topic formation by considering corpus wide 

frequency [16], [17]. 

The purpose of this research is to improve the log entropy method via TWLE for modeling Indonesian 

text topics. The complexity of Indonesian short texts is morphologically and semantically complex, and a topic 

model that can incorporate local and global weights will increase accuracy and the interpretability [18]–[20]. 

LDA is combined with different topics in order to compare their effects on the modeling results. We hope to 

gain a thorough understanding of how the improved TWLE technique can produce more precise and accurate 

topic models [21]. To verify our methodology the study was carried out using Indonesian tweets corpus and 

Google reviews corpus to contrast enhanced TWLE to popular methods for weighting words such as TF IDF 

when evaluating performance evaluation metrics like coherence scores and perplexity scores [22]. 

This research provides two significant contributions. The first is to develop and introduce an improved 

TWLE algorithm designed for Indonesian language specifically. It integrates local and global weights, while 

its design takes account of local weighting issues as well [23]. Moreover, extensive experiments were 

performed on this method as evidence for its efficacy against existing word weighting methods. Based on the 

structure of this paper, section 2 describes the concept of the term weighted log entropy and the evaluation 

metrics for LDA modeling. In section 3, the results of the study are discussed, and the last section discusses 

the conclusion. 

 

 

2. METHOD 

2.1.  Weight function  

A weight function is used to transform the X matrix, enabling an inference regarding the information 

present at the intersection of row i and column j. This function provides a more precise approximation of the 

document-term correlation. In this context, the column corresponds to the document, while the row signifies 

the term, which may be a keyword or a phrase. The product of the local weight and the global function is an 

expression of this transformation in (1) [24]. 

 

𝑎(𝑖, 𝑗) = 𝐿(𝑖, 𝑗) ∗ 𝐺(𝑖)  (1) 

 

The weight assigned to term i in document j is represented by the local weight function 𝐿(𝑖, 𝑗). 𝐺(𝑖) provides 

an expression of weight of term i within all documents in a set. 

 

2.2.  Local weighted  

Local weight function that are considered trivial are proportional to the frequency of term i in 

document j, and are denoted 𝑡𝑓(𝑖, 𝑗) [14]. A logarithmic scale can also be applied for term frequency to mitigate 

its negative impacts from exceedingly large numerical values [25]. The following equations define local 

weighting schemes in (2) [11]. 

 

𝐿(𝑖, 𝑗) = 𝑙𝑜𝑔 (𝑡𝑓(𝑖, 𝑗) + 1) (2) 

 

2.3.  Global weighted 

Global weighting encompasses all of the training document collection. The goal of global term 

weighting is to assign discriminative values to individual terms with an eye toward those that exhibit more 

discriminations [25]. In (3), it can be shown that its function is widely known, and similar to global  

entropy [11]. 
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𝐺(𝑖) = 1 +
{∑ 𝑝(𝑖,𝑗) log 𝑝(𝑖,𝑗)𝑗 }

log (𝑛𝑑𝑜𝑐𝑠+1)
  (3) 

 

Other global weighted functions can be defined using symbols like 𝑔𝑓(𝑖), representing the global 

frequency of term i. 𝑑𝑓(𝑖), representing documents that contain term i, and 𝑛𝑑𝑜𝑐𝑠 as representing total 

documents or text fragments under consideration. Furthermore, conditional probability 𝑝(𝑖, 𝑗) =
𝑡𝑓(𝑖, 𝑗) 𝑔𝑓(𝑖) ⁄  for document j given the presence of term i is multiplied by 𝑑𝑓(𝑖). 

 

2.4.  TWLE 

TWLE weighting is one of the word weighting methods utilized by LDA. TWLE involves assigning 

high weight to words which contain important term in document [21]. TWLE assigns heavy weight to words 

with low entropy, reflecting its contribution in defining subjects and topics within documents [16], [26]–[28]. 

TWLE weighting is expressed in the (4). 

 

𝑇𝑊𝐿𝐸(𝑖, 𝑗) = 𝐿(𝑖, 𝑗) ∗ 𝐺(𝑖)  (4) 

 

Documents will be more clear if you give importance to key words. This will also lead to better accuracy and 

interpretation of LDA topic model results [8], [29]. 

 

2.5.  Topic coherence 

Coherence value (Cv) is an assessment measure to measure the quality of topics within a set of words, 

measuring how closely related words and concepts representing topics are semantically. Coherence value also 

serves to evaluate optimal numbers of topics for LDA models often denoted by its symbolic symbol of Cv 

based on sliding windows, segmented lists of top words, and an indirect confirmation metric such as normalized 

unidirectional mutual information (NPMI). Calculations can be completed using this formula (5) [30]–[32]. 

 

𝐶𝑣 =
2

𝐾.(𝐾−1)
∑ ∑ 𝑁𝑃𝑀𝐼 (𝑤𝑖 , 𝑤𝑗)𝐾

𝑗=𝑖+1
𝐾−1
𝑖=1   (5) 

 

Were, 

 

𝑁𝑃𝑀𝐼 (𝑤𝑖 , 𝑤𝑗) = (
𝑙𝑜𝑔

𝑃(𝑤𝑖,𝑤𝑗)+∈

𝑃(𝑤𝑖).𝑃(𝑤𝑗)

−log (𝑃(𝑤𝑖,𝑤𝑗)+∈)
)  

 

2.6.  Perplexity  

Evaluation of probabilistic models often utilizes log likelihood analysis on test sets that have been 

collected as samples for training or testing purposes. Datasets typically consist of one portion for training 

purposes and another intended solely for testing purposes. In LDA, a test set comprises unseen documents 

denoted as 𝑤𝑑, and the model is defined by the topic matrix Φ and the hyperparameter 𝛼 for document topic 

distribution. LDA parameters Θ are omitted since they represent the topic-distributions for the documents in 

the training set and can be ignored when calculating the likelihood of unseen documents. As a result, the 

assessment focuses on the log-likelihood [33]. 

 

ℒ(𝑤) = log P(𝑤|Φ, 𝛼) = ∑ log P(𝑤𝑑|Φ, 𝛼)𝑑   (6) 

 

To assess models, the likelihood of unseen documents 𝑤𝑑 is computed, considering the topics Φ and 

the hyperparameter 𝛼 for the topic distribution 𝜃𝑑 𝑤𝑑 of documents. This likelihood serves for model 

comparison, where a higher likelihood indicates a superior model. The perplexity of held-out texts often serves 

as a measure for topic models and is defined in (7). 

 

𝑃𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦 (𝑊) = 𝑒𝑥𝑝 {−
ℒ(𝑤)

𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡𝑜𝑘𝑒𝑛𝑠
}   (7) 

 

Perplexity is a decreasing function of the unseen documents 𝑤𝑑 and log-likelihood ℒ(𝑤). Smaller 

perplexity values signify better models but due to the intractable nature of the likelihood P(𝑤𝑑|Φ, 𝛼) for a 

single document, evaluating ℒ(𝑤) hence perplexity is also intractable. Several sampling approaches have been 

developed to estimate this probability [34]–[36]. 
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2.7.  Research stage 

This research advances the use of TWLE in the process of latent dirichlet allocation. The study makes 

use of TWLE to enhance LDA model accuracy as well as efficiency. Figure 1 depicts the process of research, 

which starts with the incorporation into TWLE to LDA and then concludes by analyzing and evaluating the 

results to evaluate the improvement. 

 

 

 
 

Figure 1. Research flowchart 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Experiment 

The study applied a data collection technique utilizing a Python application’s text crawling feature to 

analyze Indonesian users’ reviews and comments on the Twitter platform regarding Hacker Bjorka. The data 

was gathered under the hashtags “Bjorkanism” and “Hacker Bjorka” resulting in a total of 3,061 comments, as 

well as a Google Play Store review for the XL app. Data taken was 1,000 data containing feedback on the 

performance and functionality of the XL application available for analysis. 

A preprocessing step comprising various techniques was subsequently carried out. The techniques 

included case folding, elimination of account names and hashtags, removal of URLs, deletion of punctuation, 

normalization of words, elimination of stopwords using the Sastrawi package, and exclusion of specific words. 

These steps aimed to minimize cumulative discrepancies in verb tenses. To maintain clarity in the outcome, 

word stemming and complex terminology pairs were deliberately avoided, as they could result in the selection 

of one tense compared to others. 

 

3.2.  Improved the weight of LDA 

After reviewing the literature on text based information retrieval, TWLE weighting scheme [27] or 

the TF-IDF scheme [28] were recommended due to their superior retrieval performance compared to IDF and 

raw term frequency. The objective of the two forthcoming experiments was to investigate the efficacy of the 

two predominant weighting schemes, namely TF-IDF, and TWLE, in the context of LDA based information 

retrieval system, specifically on extensive datasets. Table 1 listed the weights of TWLE and TF-IDF with 

perplexity and coherence evaluation metrics for the number of distinct topics used in this study. 

The Table 1 showed that the TWLE model had a lower perplexity value, indicating better extraction 

of topics from the data. However, for a higher number of topics, the perplexity value increased, making it more 

challenging to efficiently describe the data. The difference in perplexity values between TWLE and LDA 
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models using TF-IDF was insignificant, denoting similar performance. Perplexity values for various topics 

tended to fluctuate without a clear trend. In general, both TWLE and TF-IDF methods yield similar 

performance in terms of perplexity. So, to determine the superiority of the model can be seen from the 

coherence value. 

The TWLE coherence score model has the highest coherence score (0.233) for topic 3, but there are 

variations between different topics. The TF-IDF model has a slightly lower consistency score for each number 

of subjects, but the difference is insignificant. Similar scores of coherences were observed also for Topics 3 

and 4. The difference in coherence scores is due to the difference in the way the data is modeled and represented 

using TWLE and TF-IDF. Overall, the TWLE and LDA models using TF-IDF performed similarly in terms of 

consistency scores, but the TWLE model tended to have slightly higher consistency scores than the LDA model 

using TF-IDF. This means it is likely that the TWLE model is more effective when evaluated as a perplexity 

and coherence scoring measurement. 

 

 

Table 1. Perplexity and coherence measurements for TWLE and TF-IDF 
Data Evaluation matrix Number of topics (n) TWLE TF-IDF 

Twitter Perplexity 2 -8.358 -8.334 

3 -8.489 -8.473 

4 -8.572 -8.560 
5 -8.665 -8.642 

Coherence 2 0.280 0.326 
3 0.335 0.335 

4 0.278 0.305 

5 0.267 0.306 
Google review Perplexity 2 -8.358 -8.334 

3 

4 
5 

-8.489 

-8.572 
-8.665 

-8.473 

-8.560 
-8.642 

Coherence 2 

3 

4 
5 

0.280 

0.335 

0.278 
0.267 

0.326 

0.335 

0.305 
0.306 

 

 

Through the division of this data into two suitable subsets, it’s possible to effectively train the LDA 

model based on the training data, while analyzing the model’s performance and determining the most optimal 

parameters in light of the never ever before seen test data. This will allow an accurate evaluation of the 

efficiency of the LDA approach by using TWLE as well as the TF-IDF algorithm to enhance the generation of 

topics. Table 2 displays the scores of coherences and perplexity for both the tests and training data using TWLE 

and TF-IDF weights on all subjects. 

 

 

Table 2. Perplexity and coherence scores of TWLE and TF-IDF weights for testing and training data 
 Evaluation matrix Number of topics (n) TWLE model TF-IDF model 
   Training Testing Training Testing 

Twitter Perplexity 2 -7.944 -8.044 -7.950 -8.050 

3 -8.020 -8.138 -8.014 -8.140 

4 -8.073 -8.211 -8.074 -8.189 

5 -8.117 -8.267 -8.121 -8.288 

Coherence 2 0.234 0.395 0.234 0.292 
3 0.258 0.358 0.268 0.334 

4 0.244 0.391 0.244 0.377 

5 0.263 0.387 0.251 0.398 
Google review Perplexity 2 

3 

4 
5 

-7.944 

-8.020 

-8.073 
-8.117 

-8.044 

-8.138 

-8.211 
-8.267 

-7.950 

-8.014 

-8.074 
-8.121 

-8.050 

-8.140 

-8.189 
-8.288 

Coherence 2 

3 
4 

5 

0.234 

0.258 
0.244 

0.263 

0.395 

0.358 
0.391 

0.387 

0.234 

0.268 
0.244 

0.251 

0.292 

0.334 
0.377 

0.398 

 

 

Table 2 illustrates the usage of various weighting models for the TF-IDF and TWLE models for the 

topic model. The TWLE model has a lower complexity, and the perplexity point has a variety in the testing 

and training data sets with the same pattern. In particular, the complexity of the testing data is lower than that 
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of the training data, indicating the model’s effectiveness. This demonstrates the superiority of TWLE, as 

evidenced by the consistently lower perplexity scores compared to TF-IDF. 

Based on the coherence values, the TWLE model outperforms the TF-IDF model, where the TF-IDF 

model achieves slightly higher coherence values for some topics. The difference in coherence value between 

the training data and the test data remains the same. For example, TWLE achieved the highest test score of 

0.395 in two topics. On the other hand, TF-IDF recorded slightly lower coherence values, but with a similar 

trend for different topics. Both TWLE and TF-IDF show similar performance in terms of coherence scores, but 

there are slight differences between them. A comparison of the execution time of TWLE and TF-IDF weights 

in LDA is conducted to identify the differences in execution speed and computational efficiency and optimize 

efficiency. Figure 1 depicts a runtime analysis that can determine which method has shorter execution time or 

requires fewer resources, leading to a more efficient and faster solution. 

Based on Figure 2, we can see how the execution time for the TWLE and TF-IDF models changes 

depending on the number of topics used in the topic analysis for the Twitter and Google Review datasets.  

For the Twitter dataset, the TWLE model starts at around 48 ms and shows a steady decrease to 6.42 ms as the 

number of topics is increased from 2 to 10. The TF-IDF model for Twitter shows a similar pattern of decrease 

up to 6 topics, after which the execution time stabilizes at around 24 ms, without any further decrease. On the 

Google Review dataset, the TWLE model shows a consistent decrease from 87 ms to 18.6 ms as the number 

of topics increases, indicating an increase in computational efficiency with an increase in model complexity. 

On the other hand, the TF-IDF model for Google Review starts with a higher time at 2 topics and decreases to 

about 35.7 ms at 10 topics, but experiences an increase in execution time at 8 topics before dropping again, 

indicating instability in execution time as the number of topics increases. 

These graphs generally reflect that both models become more time efficient when they are faced with 

more complex topic modeling tasks, but the TWLE model shows a more consistent decrease in execution time 

compared to the TF-IDF model. This means that as the number of topics in the topic analysis increases, the 

model using the TWLE approach experiences a continuous and predictable decrease in the time required to 

complete its task (runtime) from one topic count to the next. On the other hand, the model using the TF-IDF 

approach does not show the same pattern of decrease; either the execution time is stable or it does not decrease 

regularly with the increase in the number of topics. In this context, ‘consistent’ indicates that there is a regular 

and reliable decreasing pattern in the time performance of the TWLE model which is not as obvious as that of 

the TF-IDF model. 

 

 

 
 

Figure 2. Comparison of TWLE and TF-IDF weight execution times 

 

 

4. CONCLUSION 

The comparative study concludes that TWLE LDA is superior to the TF-IDF LDA. The TWLE 

method, which incorporates both local and global weights, performs better than the TF-IDF approach in terms 

of various evaluation metrics. These include scores for coherence and perplexity. The TWLE method of 

weighting is better at identifying coherent and informative topics within short Indonesian text, particularly in 

experiments. TWLE produces a more constant runtime compared with the TF-IDF model. This indicates that 

the increase in topics will lead to a decrease in runtime. 
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