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 In the face of escalating cyber threats, particularly the rampant and 

sophisticated nature of ransomware attacks, organizations are compelled to 

adopt a proactive and multi-faceted strategy for mitigation. The fusion of 
machine learning (ML) algorithms enables the system to dynamically adapt 

and evolve in response to evolving attack vectors and tactics employed by 

cybercriminals. This paper presents a comprehensive approach that 

synergistically integrates ML and cyber threat intelligence (CTI) to fortify 
defenses against ransomware assaults. The proposed methodology 

incorporates three distinct machine learning techniques, namely random forest 

(RF), extreme gradient boosting (XGBoost), and adaptive boosting 

(AdaBoost). Empirical evidence derived from the study affirms the efficacy 
of this approach in effectively discriminating between malicious and ransom 

software, achieving a notable identification rate of 98.55%. The incorporation 

of CTI enhances the strategic posture by providing actionable insights into the 

threat landscape. The proposed focuses on identifying and neutralizing 

ransomware, aligning with contemporary cybersecurity imperatives, offering 

a proactive defense against ransomware attacks, ultimately safeguarding 

critical assets, and preserving the integrity of digital ecosystems. 
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1. INTRODUCTION  

The rate at which technology is evolving, demonstrated by internet, has facilitated the enhancement 

of human existence in terms of convenience and comfort. Nevertheless, this evolution has engendered a 

reliance on the internet, positioning it as the nucleus of our daily lives. The imperative for constant connectivity, 

ubiquitously and instantaneously, has intensified the intricacies of the information system, leading to multiple 

vulnerabilities. Presently, the escalating number and interconnectivity of computers, coupled with the 

escalating complexity of systems and their facile extensibility, contribute to the escalating incidence of 

malware infections daily. A prominent and perilous menace to organizational integrity is ransomware [1], [2]. 

This insidious form of malicious software effectively takes control of a computer system, encrypts files on the 

hard drive, or forces the computer to shut down, demanding a ransom in return for restoring normal 

functionality and obstructing user access to the system. This form of cybercrime has grown exponentially in 

recent years, targeting businesses, healthcare institutions, government agencies, and individuals [3]. The 

motivation behind ransomware attacks is often financial gain, and the consequences can be catastrophic, 

ranging from financial losses to reputational damage. The operation of ransomware is described in Figure 1. 
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Figure 1. Ransomware attacks operation [4] 

 

 

The tenuous state of healthcare delivery amid the COVID-19 pandemic was intricately linked to a 

surge in ransomware attacks during 2020 [5]. Consequently, medical institutions experienced severe 

disruptions in healthcare services, accompanied by enduring ramifications. Throughout 2020, a staggering 

550,000 ransomware incidents were recorded daily, yielding cyber attackers an estimated 1.5 trillion dollars. 

In 2021, a notable escalation occurred, with 66% of monitored organizations falling prey to ransomware 

assaults, a substantial increase from the 37% reported in 2020 [6]. 

For this reason, many researchers have devoted their time to exploring the impact of machine learning 

(ML) in Ransomware mitigation. Notably, [7], [8] demonstrated how well ML models can identify ransomware 

activities based on patterns in network data. In a parallel vein, [9] investigated artificial intelligent (AI)-

powered anomaly detection techniques to expose ransomware activity in its earliest stages. The collective 

contributions of [10]–[12] contribute to the expanding collection of knowledge about the use of ML for 

ransomware defense. All of these academic investigations highlight how ML and AI can be revolutionary tools 

for strengthening organizational structures' resistance to ransomware. 

Subsequently, various authors have explored diverse approaches to address the pervasive threat of 

ransomware over the internet. Manoj and Rani [13], employed fuzzy neural and neural networks, achieving 

98% accuracy for fuzzy neural and 95% for neural networks. Despite its success, the fuzzy neural network, 

being rule-based, faces limitations in detecting new threats. In an attempt to automate incident response, [14] 

suggested using actionable cyber threat intelligence (CTI). However, this approach, while effective, is time-

consuming in analyzing reports and log files. 

The paper titled “utilizing artificial intelligence for the detection, examination, and alleviation of 

malicious software” reported a 98% accuracy in malware detection using AI. Nevertheless, updating training 

data proves challenging due to the time-consuming nature of human expert analysis. Using ML techniques, [15] 

improved the detection rate of ransomware through enhanced file entropy analysis, reaching an 85.17% 

accuracy. Nevertheless, a challenge is the constantly changing nature of ransomware, leading to high false 

positive rates. AlAhmadi and Martinovic [16], Ren et al. [17] created a dataset with dynamic features for 

ransomware detection, utilizing gradient-boosted regression trees with 98% accuracy. However, reliance on 

sandbox-extracted data affects reliability. Bae et al. [18] designed an offensive system using CTI enhanced 

with counterattack and counterintelligence, offering insights into the motivation behind attacks but displaying 

limitations against zero-day attacks. 

Chakkaravarthy et al. [19] introduced the Social Leopard algorithm-based detection of intrusion 

system, effectively limiting ransomware activity with improved detection metrics compared to traditional 

methods. However, its resource-intensive nature makes it unsuitable for real-time detection. Moreira et al. [20] 

proposed an improved file entropy analysis, enhancing the probability of identifying ransomware by 

recognizing files rather than running programs. The study in [21]–[25] focused on API calls for ransomware 

detection, achieving high accuracy using support vector machine (SVMs). Asrafi et al. [26] presented a 

dynamic feature dataset for ML-based ransomware detection, achieving high accuracy with resilience in 

historical data. Khammas et al. [27] explored various ML algorithms and platforms for ransomware 

identification, emphasizing the importance of ML in predicting and analyzing ransomware. Khammas et al. [28] 

introduced a stacking ML model combining boosting and stacking techniques for malware classification. While 

the multi-layer perceptron (MLP)-Adaboost classifier demonstrated superior performance, future 

investigations may explore alternative feature selection methods.  

After reviewing different approaches toward overcoming ransomware challenges on the internet by 

various authors, clear and precise methods are not clearly stated by the authors on how to overcome the menace 
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completely, the ransomware landscape proved dynamic, with attackers adopting sophisticated techniques to 

bypass traditional security measures. The use of advanced evasion tactics and the continuous evolution of 

malware strains make it challenging for organizations to stay ahead of potential threats. As a result, there is a 

critical need for proactive and adaptive strategies to prevent, detect, and respond to ransomware incidents 

effectively. Thus, the concept of mitigating ransomware attacks through ML and CTI came into the limelight. 

The study's remaining section is organised as follows: the paper's approach is identified in section 2, discussed 

and analysed in section 3, and the proposed method's scope and conclusion are drawn in section 4. 

 

 

2. METHOD 

This study introduces a ransomware identification method using ML and integrated CTI feed data. 

Figure 2 outlines the procedural framework, where API sequences are extracted from specimens and used to 

generate n-gram sequences [29]. Binary input vectors are created based on the presence or absence of n-grams, 

with weights assigned according to class frequency. A comprehensive explanation of class frequency (CF) 

follows. Three ML models are implemented with the weighted vectors to create a classification model. This 

model categorizes unknown binary samples as benign files or ransomware. The evaluation utilized a personal 

computer with a Core i5 CPU and 12GB RAM, testing on Windows 10 (64-bit) across two distinct operating 

systems [30]. 

The suggested approach, depicted in Figure 2(a), involves a process starting with a dataset of 

executable files containing ransomware and safe versions. The dataset, consisting of 62,486 executable and 

dynamic-link library (DLL) files, includes 20,000 instances of ransomware across diverse families and benign 

counterparts. Training and testing data are separated from the dataset, followed by a three-step preprocessing 

stage: feature extraction, Ngram sequence analysis, and Class_Frequency-NonClas_Frequency assessment. 

The subsequent steps include feature selection, model creation, and data classification. Criteria limit each file 

to 1 MB, and files exceeding this size are excluded. Ransomware files are sourced from CTI feeds virus total, 

ShieldFS, virus share, and Kaggle, while benign files are obtained from the Windows platform. 

 

2.1.  Preprocessing and features extraction 

The preprocessing of files involves a formalized three-step approach with implicit stages, utilizing an 

attribute extractor module to extract attributes from executable files. N-gram feature extraction is employed to 

analyze files, using substrings of varying lengths referred to as n-grams. Optimal accuracy is achieved with an 

n value of 4, though increasing n diminishes accuracy. The study focuses on N-gram features in snort malware 

signatures and prevalent ransomware files, limiting the feature set to 100 features through the e collaborative 

filtering and neural collaborative filtering (CF-NCF) algorithm. Given the dataset's numerous n-gram features, 

an attribute selection process is crucial to recognise condensed set of significant features. Gain ratio (GR) 

technique is applied to carefully choose a subset of 15 features, reducing dimensionality and enhancing the 

classifier's predictive model [29], [31], [32]. 

 

2.2.  CF-NCF 

Figure 2(b) demonstrates the process of constructing input vectors for a ML model. N-grams, derived 

from the analyzed recovered API log, are assigned binary values (1 for presence, 0 for absence) in a vector. 

These values are further weighted by their corresponding CF-NCF values. The ML model is then built using 

the resulting weighted n-gram vector. Evaluation of classification models involves the CF-NCF measure, 

employing term frequency inverse document frequency (TF-IDF) in (1) to (3) for simplified computation. 

 

TF(a, b) = 0.5 +
0.5∗f(a,b)

max(a′,b):a∈b
 (1) 

 

idf(a, B) = log
|B|

|{b∈B:a∈b}| 
 (2) 

 

TF − IDF(a, b, f) = tf(a, b) ∗ idf(a, B) (3) 

 

when; 

F (a, b)  = frequency of recurrence of the term "a" in file "b". 

|b ∈ B∶ a ∈ b|  = “T” containing documents in corpus “B” are regarded as cardinal.  

|B|  = the total number of log files present in the dataset. 
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Drawing from the TF-IDF, the study, introduces class and non-class frequency, prioritizing features 

specific to each class over traditional methods. This approach computes weights for elements within a class, 

enhancing predictive accuracy for classification. Calculating CF-NCF is done using (2): 

 

 CF(s, C) = f(s, C) (4) 

 

NCF(s, N) = log (
1

0.001+f(s,N)
) (5) 

 

 CF − CNF = CF ∗ NCF (6) 

 
where: 

S  = Ngram 

f(s, C)  = frequency with which Ngram appears in Ngram sequence 

C  = Ngram sequence 

N = collection of Ngram sequences 

Value to mitigate the possibility of division by zero = 0.01. 

The experimental approach in the study leverages class and non-class frequency variables to enhance 

the accuracy of ransomware detection. The unique N-gram sequence "C" is associated with ransomware, while 

"N" is linked to benign classes. The goal is to categorize unknown binary samples, distinguishing between 

malicious and benign files. This classification employs vectors with weights derived from a training dataset, 

facilitating the categorization of exec files. Three distinct ML models, trained on the dataset, were evaluated 

for classification precision using a test dataset. 

 

 

  
(a) (b) 

 

Figure 2. Outlines the procedural framework (a) proposed method workflow and (b) input generation for ML 

model 

 

 

2.3.  ML algorithm 

In ML, algorithms are broadly categorized into prediction, regression, and classification. The study 

focuses on binary categorization methods adaptable for multiclass classifications [32], [33]. The selected 

algorithms for experimentation include XGBoost, an extension of gradient boosting with regularization for 

enhanced computational efficiency; random forest (RF), a bagging-based ensemble method reducing overfitting 

and increasing robustness; and AdaBoost, an adaptive boosting algorithm that sequentially trains weak learners 

to create a strong and adaptive ensemble [34]. The research explores the theoretical foundations of each algorithm, 

shedding light on the mechanisms behind their success in diverse machine-learning applications. 
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3. RESULTS AND DISCUSSION  

The suggested approach helps to distinguish between malicious and safe software. Several tests were 

carried out to evaluate multiple ML performance measures to demonstrate the efficiency of the class and non-

class frequency. Categorization accuracy, false_positive, precision, true_negative, recall, F1-score, and 

true_positive, are only a few of these indicators. The aforementioned metrics were computed for every 

machine-learning method that was used using the recommended formulas. 

 

Recall =
TruePositive

(TruePositve+FalseNegative)
 (7) 

 

Precision =
TruePositive

(TruePositive+FalsePositive)
   (8) 

 

Accuracy =
(TruePositive+TrueNegative)

(TruePositive+TrueNegative+FalsePositive+FalseNegative)
   (9) 

 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ×
(𝑃𝑟𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑐𝑎𝑙𝑙)
  (10) 

 

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (11) 

 

𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =
𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (12) 

 

𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =
𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (13) 

 

𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =
𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑣𝑒
 (14) 

 

The dataset underwent partitioning to address the potential imbalance, creating 80% for training and 

20% for testing. Fair distribution was achieved through random sampling, ensuring equitable representation of 

benign and ransomware instances. Implementing non-class frequency techniques on training and testing data 

results in distinct metrics for ML performance evaluation pre and post-incorporation of class and non-class 

frequency as displayed in Table 1. Table 2 present a comparison results between our proposed method and 

others approaches. 

 

 

Table 1. Results of simulation 
State ML-algorithm 

Metric  XGBoost RF  AdaBoost 

Before CF-NC AC 0.9583  0.9712  0.8883  

True-P(+) 0.9833  0.9943  0.8866  

False-P(+) 0.0666  0.05  0.11  

True-Ne(-) 0.9333  0.95  0.89  

False-Ne(-) 0.0166  0.0067  0.1133  

Prcision 0.9365  0.959  0.8896  

Rcall 0.9833  0.9943  0.8866  

F-score 0.9593  0.9728  0.8881  

After CF-NCF A 0.9711  0.9856  0.8985 

True-P(+) 0.9933  0.96  0.8866  

False-P(+) 0.05  0.0133  0.09  

True-Ne(-) 0.95  0.9866  0.91  

False-Ne(-)  0.0066  0.04  0.1133  

Prcision 0.952  0.9863  0.9078  

Rcall 0.9933  0.99  0.8866  

F-score 0.9722  0.9729  0.8971  

 

 

The categorization procedure and implementation of the CF-NCF equation were conducted using 

Python 3 and Google Colab. The outcomes show how well the suggested methodology works to differentiate 

between safe and malicious code. Notably, applying class and non-class frequency to training and testing data 

significantly enhances classification accuracy and related metrics. Specifically, the XGBoost, RF, and 

AdaBoost classifiers experience notable accuracy improvements from 95.83%, 97.12%, and 88.83% to 
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97.16%, 98.56%, and 89.83%, respectively Figure 3. Figures 4 and 5 illustrate the percentage of true positive 

(TP), false positive (FP), true negative (TN), and false negative (FN) with pre and post-implementation of  

CF-NCF. Precision Figure 6, recall Figure 7, and F1_score Figure 8 are also presented with pre- and post-

application of CF-NCF. 

Figures 3 to 8 illustrates the empirical outcomes of various metrics for evaluating the ML model, such 

as F1-score, accuracy, recall, and precision. These metrics are presented both before and after the incorporation 

of class and non-class frequency equations into our comprehensive Threat Intelligence dataset, aiming to 

augment the overall performance. 

 

 

  
  

Figure 3. Accuracy before and after  

CF-NCF 

Figure 4. Percentage of TP, TN, FN, FP (Pre- CF-

NCF) 

 

 

  
  

Figure 5. Percentage of TP, TN, FN, FP (post- CF-

NCF) 

Figure 6. Precision before and after  

CN-NCF 

 

 

  
  

Figure 7. Recall before and after CF-NCF Figure 8. F1-score before and after CF-NCF 

 

 

Table 2. Comparative analysis between proposed method and others approachs 

Method  
Method of 

Analysis  

Feature 

type  

Ml algorithm Feature selection 

method 

Accuracy 

%  

Proposed method Static N-gram XGBoost, RF, AdaBoost. Gain Ratio  98.56 %  

Takeuchi et al. [21] Dynamic  API call  SVM 2-gram  97% 

Kim [32] Dynamic System call SVM, SGBD TF-IDF 96% 

Pektaş and Acarman [35] Dynamic API-call Voting experts algorithm N gram 98% 
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4. CONCLUSION  

Ransomware remains a formidable challenge for individuals and organizations, necessitating 

innovative approaches for risk mitigation. To address this, the paper proposed, emphasizing static analysis to 

surmount the limitations of dynamic analysis. This method involves extracting byte-level data characteristics 

directly, enhancing detection capabilities through the application of CF-NCF alongside n-gram characteristics. 

In the classification phase, the proposed approach leverages three distinct ML methods namely; RF, XGBoost, 

and AdaBoost. Notably, the result that comes from the simulation shows an impressive 98.56% identification 

rate for RFs which shows a slight improvement compared to other approaches. To fortify research efforts for 

future challenges, it is imperative to devise a novel methodology for designing an autonomously updated 

dataset, ensuring the longevity and relevance of our research endeavors in the ever-evolving landscape of 

cybersecurity. 
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