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 Cattle feeding behavior analysis is crucial for optimizing livestock 

management practices and ensuring animal well-being. This study presents a 

comparative analysis of three models: two machine learning algorithms 

including random forest and support vector machine (SVM), in addition to a 

deep learning convolutional neural networks (CNN) model, for classifying 

cattle feeding behaviors (eating, ruminating, and other) using time series 

data generated from a 3-axis accelerometer. The results of this study 

highlight the performance of these methods in accurately categorizing cattle 

feeding behaviors and demonstrate the importance of precise and efficient 

livestock monitoring and contributing to the improvement of animal well-

being and enhancing the overall effectiveness of livestock operations. 
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1. INTRODUCTION 

Cattle feeding behavior plays an important role in determining the overall health and productivity of 

the livestock [1]. Understanding the various behaviors, such as eating and ruminating can provide valuable 

insights into the nutritional status and well-being of the animals [2]. With the advancements in sensor 

technology, 3-axis accelerometers have become a popular choice for monitoring and classifying animal 

behaviors such as feeding behavior [3]. In the context of cattle behavior research, the field has witnessed 

remarkable advancements driven by the continual development of cutting-edge sensors. Researchers are 

increasingly benefitting from the emergence of new sensor technologies that offer enhanced data collection 

capabilities. These sensors encompass a wide array of modalities, from sophisticated accelerometers to 

wearable devices and specialized environmental sensors. For instance, some innovative solutions incorporate 

global positioning system (GPS) trackers to enable location-based monitoring, allowing researchers to gain 

insights into cattle grazing patterns and herd dynamics [4]. 

Additionally, the integration of video and image capture devices with computer vision algorithms 

has opened up new ways for behavior analysis. Furthermore, there is a growing trend in the use of internet of 

things (IoT) sensors and wireless networks for real-time data transmission, ensuring that data acquisition and 

analysis become more immediate and streamlined [5]. As these sensor technologies continue to evolve, they 

promise to further empower researchers to comprehensively study and understand cattle behavior, ultimately 

contributing to improved livestock management practices and better overall productivity [6]. Time-series 

data, in the context of cattle feeding behavior analysis, possesses unique properties that demand specialized 
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classification techniques [7]. First and foremost, time-series data is inherently sequential, meaning that the 

order of observations matters. In this case, the accelerometer data reflects the temporal evolution of cattle 

movements, exhibiting distinctive patterns during various feeding activities [8]. These patterns can be subtle 

and complex, requiring models capable of capturing temporal dependencies. 

Furthermore, feeding behaviors may vary over time due to factors like diurnal rhythms or 

environmental conditions [9]. Accurate classification necessitates the recognition of these recurring patterns. 

Also, time-series data can be subject to noise and irregularities, making robust classification techniques 

essential for handling data imperfections [10]. The chosen classification methods must effectively account for 

the dynamic and evolving nature of cattle behavior [11], making them well-suited for the analysis of time-

series data in this research context. In this research, we compare three classification methods. It includes 

random forest and support vector machine (SVM) machine learning algorithms, and a convolutional neural 

networks (CNN) deep learning model. The goal is to assess their suitability for accurate classification of 

cattle feeding behaviors using time series data generated by the 3-axis accelerometers. 

The primary aim of this study is to develop an efficient and accurate classification model for 

classifying cattle feeding behaviors, specifically focusing on eating and ruminating. By comparing the 

performance of these three distinct algorithms, we seek to assess the suitability of each approach for this 

critical livestock monitoring task. Ultimately, the research aspires to support better-informed livestock 

management practices, reinforcing both animal welfare and agricultural productivity. 

 

 

2. METHOD 

2.1.  The dataset 

The dataset used in this research is referred to as precision beef-animal behaviour classification [12]. 

It encompasses sensor data that records three different behaviors of cattle: eating, rumination, and other.  

The dataset contains information from 18 individual animals that were part of three farm trials conducted at 

Easter Howgate Farm in Edinburgh, United Kingdom. Each animal within the dataset is assigned a 

distinctive identifier within the range of 01 to 18. These animals are equipped with two separate devices.  

An afimilk silent herdsman collar and a rumiwatch halter. 

 

2.1.1. Afimilk silent herdsman collar 

The afimilk silent herdsman device included in the collar records raw acceleration traces using a  

3-axis accelerometer that operates at a frequency of 10 Hz. The data collected from the collar is stored in 

comma-separated values (CSV) format files, which are named as accel-XX.csv, where XX represents the 

unique animal identifier. Each of these files consists of four columns as shown in Table 1. 

The orientation of the device’s axes is structured as shown in Figure 1. The x-axis is aligned parallel 

to the animal’s body (parallel to the ground). The y-axis is vertical to the animal’s body (perpendicular to the 

ground). The z-axis is oriented perpendicular to the animal’s body (parallel to the ground). 

 

 

Table 1. Afimilk silent herdsman collar information details 
Column Function 

Timestamp This column provides the date and time when the data was 
recorded, and it is presented in ISO 8601 format, without the ‘T’ 

character, in the format of YYYY-MM-DD HH: mm: ss.SSS. 

x This column represents the acceleration in the x-direction. 
y This column denotes the acceleration in the y-direction. 

z This column records the acceleration in the z-direction. 

 

 

2.1.2. Rumiwatch halter 

The rumiwatch halter is specifically designed to measure the pressure exerted by jaw movements 

and provides behavior classifications at a rate of 10 Hz. Data collected from the halter is stored in CSV 

format files, which are named as halter-XX.csv, corresponding to the unique identifier (XX) of each animal. 

Each of these files contains two columns as shown in Table 2. 

It’s worth noting that this device makes separate predictions for eating and drinking behaviors. 

However, for the purposes of this study, drinking events have been combined into the eating category. After 

undergoing pre-processing, the halter shown in Figure 2 provides three distinct behavior classifications, 

which are mapped as follows: 0 for other behavior, 1 for ruminating and 2 for eating (including drinking). 

We combined both the accelerometer and the Rumiwatch Halter’s data to obtain the correspendant 

label for each acceleorometer record. The final dataset consists of five columns. Timestamp, x, y, z, and 

label. The raw accelerometer data is preprocessed to extract relevant features. It includes time-domain 
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features, frequency-domain features, and statistical measures of the acceleration patterns. These features 

serve as input for the machine learning models. 

 

 

 
 

Figure 1. Afimilk silent herdsman collar 

 

 

Table 2. Rumiwatch halter information details 
Column Function 

Timestamp This column indicates the date and time when the data was recorded, and it is presented in ISO 8601 

format, without the ‘T’ character, following the format of YYYY-MM-DD HH: mm: ss.SSS. 

Classification This column represents the behavior classification as predicted by the Rumiwatch Halter. 

 

 

 
 

Figure 2. Rumiwatch halter 

 

 

2.2.  Classification models 

In this subsection, we provide an overview of the three methods used for the classification task. In 

addition to details on the configuration of each model. The choice of these algorithms specifically is due to 

their popular use in time series data’s classification. 

 

2.2.1. Random forest 

The random forest is a learning technique that enhances accuracy by combining numerous decision 

trees. It proves especially effective in classification tasks and is capable of handling both numerical and 
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categorical data [13]. In the context of this study, a random forest classifier was trained using the 

accelerometer features that were extracted. 

 

2.2.2. Support vector machine 

The SVM is a supervised learning algorithm extensively used for classification tasks. SVM’s 

objective is to identify the hyperplane that effectively distinguishes various classes within the feature  

space [14]. In our experiment, we used an SVM classifier to categorize cattle feeding behaviors based on 

accelerometer data. 

 

2.2.3. Convolutional neural network 

CNNs are deep learning models well-suited for tasks involving spatial or sequential data. In this 

research, we designed a CNN architecture for processing time series accelerometer data. The network 

includes convolutional layers to automatically extract relevant patterns from the data [15]. Table 3 shows the 

overall architecture of the CNN model. It summarizes the layers and their configurations in the CNN model, 

along with the output shape at each stage. The model is designed for data classification with an input shape of 

(3, 1, 1) and three classes in the output layer. 

 

 

Table 3. CNN model architecture 
Layer Configuration Output shape 

Input layer Input shape: (3, 1, 1) (3, 1, 1) 

Convolutional 1 Filters: 32 (3, 1, 32) 

 Kernel size: (9, 9)  
 Activation: ReLU  

 Padding: ‘same’  

Max-pooling 1 Pool size: (1, 1) (3, 1, 32) 
 Strides: 2  

Convolutional 2 Filters: 96 (3, 1, 96) 

 Kernel size: (3, 3)  
 Activation: ReLU  

 Padding: ‘same’  

Max-pooling 2 Pool size: (1, 1) (3, 1, 96) 
 Strides: 2  

Convolutional 3 Filters: 96 (3, 1, 96) 

 Kernel size: (3, 3)  
 Activation: ReLU  

 Padding: ‘same’  

Max-pooling 3 Pool size: (1, 1) (3, 1, 96) 
 Strides: 2  

Flatten layer  (288,) 

Dense layer 1 Units: 128 (128,) 
 Activation: ReLU  

Output layer Units: 3 (for 3 classes) (3,) 

 Activation: Softmax  

 

 

2.3.  Classification metrics 

Classification metrics are essential tools for assessing the performance of classification models.  

It helps to understand how well a model is distinguishing between different classes and whether it is making 

errors in prediction. To evaluate the performance of the three models, we relied on the following metrics. 

 

2.3.1. Accuracy  

Accuracy (ACC), a key metric in classification tasks, measures the proportion of correctly 

categorized instances out of the entire dataset [16]. It provides a fundamental assessment of a model’s overall 

performance in correctly identifying data points. A higher accuracy score indicates a more reliable 

classification model. 

 

𝐴𝐶𝐶 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) (1) 

 

where:  

− True positives (TP): this represents the count of instances that were correctly predicted as positive.  

− True negatives (TN): this denotes the number of instances that were correctly predicted as negative.  

− False positives (FP): signifies the number of instances that were actually negative but were incorrectly 

predicted as positive.  
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− False negatives (FN): indicates the count of instances that were actually positive but were incorrectly 

predicted as negative. 

 

2.3.2. Precision positive predictive value (PPV) 

Precision, a crucial metric, delves into the accuracy of positive predictions by measuring the 

proportion of true positive predictions among all the predictions labeled as positive [17]. This metric is 

invaluable in assessing the reliability and correctness of a model’s affirmative forecasts. With precision, we 

gain a deeper understanding of the model’s ability to avoid false positives and make precise positive 

predictions. 

 

𝑃𝑃𝑉 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) (2) 

 

2.3.3. Recall 

Recall is a metric that quantifies the proportion of correct positive predictions (true positives) 

relative to the total number of actual positive instances. It is a crucial evaluation measure for assessing the 

effectiveness of a predictive model, particularly in scenarios where the identification of all positive cases is 

of high importance, such as in medical diagnoses or fraud detection [18]. High recall values indicate that the 

model is successfully capturing a significant portion of the positive cases within the dataset. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) (3) 

 

2.3.4. F1-score 

The F1-score, also known as the F1-measure or F1-statistic, plays an important role in evaluating the 

performance of classification models. It is a composite metric that harmoniously combines two essential 

classification metrics, precision and recall, providing a balanced measure of a model’s accuracy and ability to 

correctly identify positive instances. This makes the F1-score particularly valuable when dealing with 

imbalanced datasets or situations where both high precision and high recall are important [19]. 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙) (4) 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Results 

To classify the accelerometer data, the dataset was randomly split into training (70%), testing (20%), 

and validation (10%) sets. Additionally, the models were trained for 30 epochs. Table 4 shows the 

performance of the three models through the evaluation metrics. The graph in Figure 3 shows the evolution 

of the F1-score and the loss during training for the three models. 

 

 

Table 4. Models performance 
Metric Random forest SVM CNNs 

Accuracy 0.72 0.83 0.95 
Precision 0.71 0.82 0.96 

Recall 0.72 0.83 0.95 

F1-score 0.72 0.83 0.95 

 

 

The experimental results indicate that all three machine learning algorithms perform well in 

classifying cattle feeding behaviors based on 3-axis accelerometer data. However, CNN achieved the highest 

accuracy and F1-score, indicating its superiority in this specific task. CNNs are known for their ability to 

automatically learn and extract complex patterns from sequential data, which makes them well-suited for 

time series analysis. SVM also provided competitive results. It demonstrates its effectiveness for this 

classification task. Random forest showed slightly lower performance but still delivered satisfactory results. 

The findings of this experiment suggest that CNN models are a promising method for cattle feeding 

behavior classification using time-series data generated by accelerometers. CNN models can be used to 

develop automatic feeding behavior monitoring systems. This can can help farmers to improve animal health, 

welfare, and productivity. 
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Figure 3. F1-score and loss evolution during training 

 

 

3.2.  Discussion 

The superior performance of the CNN model in classifying cattle feeding behaviors using time 

series data from 3-axis accelerometers can be attributed to several factors. Firstly, CNNs are adept at learning 

hierarchical features from raw sensor data. Additionally, the model’s ability to automatically extract spatial 

and temporal dependencies within the data allows it to outperform random forest and SVM, as indicated in 

the following subsections. 

 

3.2.1. Feature learning 

CNNs are designed to automatically learn hierarchical features from raw data. In the case of 

accelerometer data, they can capture complex patterns and temporal dependencies in the data, which may be 

difficult for traditional machine learning models like random forest and SVM to extract. This ability to learn 

meaningful features directly from the raw data is particularly beneficial for time series data [20]. 

 

3.2.2. Spatial hierarchies 

 CNNs are well-suited for detecting spatial hierarchies in data. In the context of accelerometer data, 

different feeding behaviors may have distinct spatial patterns or arrangements of acceleration values, which 

CNNs are proficient at recognizing. This allows CNNs to capture both short-term and long-term patterns in 

the data [21]. 

 

3.2.3. Translation-invariant 

CNNs are capable of learning translation-invariant features. This means that they can recognize 

patterns regardless of their exact position in the input data. In the case of cattle feeding behaviors, animals 

might perform the same behavior in slightly different ways, but CNNs can still classify them correctly 

because they focus on the underlying patterns [22]. 

 

3.2.4. Adaptive learning 

CNNs use adaptive learning algorithms like backpropagation. This allows them to continually refine 

their internal representations and adapt to the nuances of the data. Over time, CNNs become increasingly 

specialized in recognizing the specific patterns in the accelerometer data [23]. 

 

3.2.5. Deep architectures 

CNNs can be designed with deep architectures, which enables them to model highly complex 

relationships in the data. Deep networks can capture both simple and complex features. This makes them 

well-suited for tasks like behavior classification [24]. 
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3.2.6. Parameter tuning 

CNNs are fine-tuned with large numbers of parameters, which allows them to achieve high 

performance. While random forest and SVM have their hyperparameters to optimize, CNNs offer more 

flexibility in terms of architecture. This can lead to better performance when tuned correctly [25]. 

 

3.2.7. Classification nature 

The choice of model can also depend on the specific nature of the classification task. CNNs are 

well-known for their performance in sequence data, which could be highly relevant to accelerometer data. 

This makes them a more suitable choice [26]. It’s essential to note that the choice of the most suitable 

algorithm often depends on the specific dataset, the problem, and available computational resources. In this 

case, the CNN appears to outperform random forest and SVM due to its ability to capture complex temporal 

and spatial patterns in the accelerometer data, making it a strong candidate for this specific classification task. 

However, further analysis and experimentation may be required to fine-tune the model and ensure its 

robustness in real-world applications. 

 

3.3.  The impact of using cattle feeding behavior analysis 

Analyzing cattle feeding behavior using time series data generated from a 3-axis accelerometer can 

have a significant impact on productivity, optimizing livestock management practices and ensuring animal 

well-being. Such insights can lead to more efficient feeding schedules and improved resource allocation. 

Some of the key benefits and impacts of such analysis are indicated in the following subsections: 

 

3.3.1. Improved feeding efficiency 

By monitoring cattle feeding behavior, you can gain insights into when and how often they eat.  

This data can help optimize feeding schedules and reduce feed wastage, leading to cost savings. It also 

contributes to more efficient and sustainable farming practices. 

 

3.3.2. Early detection of health issues 

Changes in feeding behavior, such as reduced feed intake or unusual feeding patterns, can be 

indicative of health issues in cattle. An accelerometer can detect these changes. This allows for early 

intervention and potentially reducing the severity of diseases. 

 

3.3.3. Enhanced nutrition management 

Analyzing feeding behavior data can provide information about the quality and quantity of feed 

consumed by individual cattle. This data can be used to adjust dietary plans for better nutrition management. 

This ensures that each animal’s nutritional needs are met. 

 

3.3.4. Stress and well-being monitoring 

Accelerometer data can reveal patterns of restlessness or stress during feeding times. This 

information can help identify environmental stressors or issues with feeding infrastructure. Addressing these 

issues can improve animal well-being. 

 

3.3.5. Reduced labor costs 

Automated monitoring of cattle feeding behavior can reduce the need for manual observations.  

This can lead to labor cost savings. Farmers can focus their efforts on other aspects of livestock management. 

 

3.3.6. Environmental impact 

Implementing optimized feeding practices in livestock farming not only minimizes feed wastage and 

prevents overconsumption but also leads to a significant reduction in the overall environmental impact of the 

industry. This approach enhances resource efficiency, reduces greenhouse gas emissions, and conserves 

valuable natural resources, making it a sustainable choice for the future of agriculture. By carefully managing 

feed intake, livestock farmers can contribute to a more eco-friendly and economically viable agricultural 

system. 

 

3.3.7. Data-driven decision making 

Farmers and barn managers can enhance their livestock management practices by collecting and 

analyzing feeding behavior data over time. This information empowers them to make well-informed 

decisions, optimizing their operations for maximum efficiency and animal well-being. Furthermore, it 

enables them to adapt swiftly to changing conditions in the agricultural industry, ensuring the sustainability 

and profitability of their farms. 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 A comparative study on time series data-based artificial intelligence … (Khalid El Moutaouakil) 

331 

3.3.8. Better animal welfare 

Monitoring feeding behavior is an essential component of a holistic approach to guaranteeing animal 

well-being. It enables a proactive response to issues like hunger, stress, or diseases that can affect the welfare 

of cattle. By implementing this approach, we can significantly improve the health and happiness of the 

animals. 

 

3.3.9. Research and breeding improvement 

Long-term feeding behavior data can be valuable for research and selective breeding programs.  

It can help in identifying traits associated with efficient feed conversion and overall health. This contributes 

to breeding for healthier and more productive cattle. 

 

 

4. CONCLUSION 

In this study, we conducted a comparative analysis of three machine learning models, namely 

random forest, SVM, and CNN, for classifying cattle feeding behaviors using time series data from 3-axis 

accelerometers. Our findings suggest that all three algorithms can be effective for this task, with CNNs 

outperforming the others in terms of accuracy and F1-score. These results highlight the potential for precise 

and efficient livestock monitoring, contributing to better cattle management and animal welfare practices. 

Future research may explore the optimization of hyperparameters and consider the deployment of these 

algorithms in real-world livestock management scenarios to assess their practical utility. 

 

 

REFERENCES 
[1] B. V. Pires et al., “Effects of feeding and drinking behavior on performance and carcass traits in beef cattle,” Animals, vol. 12,  

no. 22, p. 3196, Nov. 2022, doi: 10.3390/ani12223196. 

[2] S. Benaissa et al., “Classification of ingestive-related cow behaviours using rumiwatch halter and neck-mounted accelerometers,” 

Applied Animal Behaviour Science, vol. 211, pp. 9–16, Feb. 2019, doi: 10.1016/j.applanim.2018.12.003. 
[3] L. Riaboff, L. Shalloo, A. F. Smeaton, S. Couvreur, A. Madouasse, and M. T. Keane, “Predicting livestock behaviour using 

accelerometers: A systematic review of processing techniques for ruminant behaviour prediction from raw accelerometer data,” 

Computers and Electronics in Agriculture, vol. 192, p. 106610, Jan. 2022, doi: 10.1016/j.compag.2021.106610. 

[4] J. A. Hassan-Vásquez, F. Maroto-Molina, and J. E. Guerrero-Ginel, “GPS tracking to monitor the spatiotemporal dynamics of 

cattle behavior and their relationship with feces distribution,” Animals, vol. 12, no. 18, p. 2383, Sep. 2022,  

doi: 10.3390/ani12182383. 
[5] M. E. E. Alahi et al., “Integration of IoT-enabled technologies and artificial intelligence (AI) for smart city scenario: recent 

advancements and future trends,” Sensors, vol. 23, no. 11, p. 5206, May 2023, doi: 10.3390/s23115206. 

[6] K. El Moutaouakil and N. Falih, “A design of a smart farm system for cattle monitoring,” Indonesian Journal of Electrical 
Engineering and Computer Science (IJEECS), vol. 32, no. 2, p. 857, Nov. 2023, doi: 10.11591/ijeecs.v32.i2.pp857-864. 

[7] A. Fuentes, S. Yoon, J. Park, and D. S. Park, “Deep learning-based hierarchical cattle behavior recognition with spatio-temporal 

information,” Computers and Electronics in Agriculture, vol. 177, p. 105627, Oct. 2020, doi: 10.1016/j.compag.2020.105627. 
[8] J. Cabezas et al., “Analysis of accelerometer and GPS data for cattle behaviour identification and anomalous events detection,” 

Entropy, vol. 24, no. 3, p. 336, Feb. 2022, doi: 10.3390/e24030336. 

[9] B. K. Sahu, A. Parganiha, and A. K. Pati, “Behavior and foraging ecology of cattle: a review,” Journal of Veterinary Behavior, 
vol. 40, pp. 50–74, Nov. 2020, doi: 10.1016/j.jveb.2020.08.004. 

[10] D. García-Gil, J. Luengo, S. García, and F. Herrera, “Enabling smart data: noise filtering in big data classification,” Information 

Sciences, vol. 479, pp. 135–152, Apr. 2019, doi: 10.1016/j.ins.2018.12.002. 
[11] K. El Moutaouakil, H. Jdi, B. Jabir, and N. Falih, “Digital farming: a survey on iot-based cattle monitoring systems and 

dashboards,” Agris On-line Papers in Economics and Informatics, vol. 15, no. 2, pp. 31–39, Jun. 2023,  

doi: 10.7160/aol.2023.150203. 
[12] D. Pavlovic et al., “Precision beef-animal behaviour classification” Zenodo, 2021, doi: 10.5281/zenodo.4064802. 

[13] J. L. Speiser, M. E. Miller, J. Tooze, and E. Ip, “A comparison of random forest variable selection methods for classification 

prediction modeling,” Expert Systems with Applications, vol. 134, pp. 93–101, Nov. 2019, doi: 10.1016/j.eswa.2019.05.028. 
[14] A. Kurani, P. Doshi, A. Vakharia, and M. Shah, “A comprehensive comparative study of artificial neural network (ANN) and 

support vector machines (SVM) on stock forecasting,” Annals of Data Science, vol. 10, no. 1, pp. 183–208, Feb. 2023,  

doi: 10.1007/s40745-021-00344-x. 
[15] B. Jabir, K. El Moutaouakil, and N. Falih, “Developing an efficient system with mask R-CNN for agricultural applications,” Agris 

On-line Papers in Economics and Informatics, vol. 15, no. 1, pp. 61–72, Mar. 2023, doi: 10.7160/aol.2023.150105. 

[16] A. E. Maxwell, T. A. Warner, and L. A. Guillén, “Accuracy assessment in convolutional neural network-based deep learning 
remote sensing studies-part 1: literature review,” Remote Sensing, vol. 13, no. 13, p. 2450, Jun. 2021, doi: 10.3390/rs13132450. 

[17] C. Carslake, J. A. Vázquez-Diosdado, and J. Kaler, “Machine learning algorithms to classify and quantify multiple behaviours in 

dairy calves using a sensor–moving beyond classification in precision livestock,” Sensors (Switzerland), vol. 21, no. 1, pp. 1–14, 
Dec. 2021, doi: 10.3390/s21010088. 

[18] S. A. Khan and Z. Ali Rana, “Evaluating performance of software defect prediction models using area under precision-recall 

curve (AUC-PR),” in 2019 2nd International Conference on Advancements in Computational Sciences, ICACS 2019, Feb. 2019, 
pp. 1–6, doi: 10.23919/ICACS.2019.8689135. 

[19] A. K. Bashir et al., “Comparative analysis of machine learning algorithms for prediction of smart grid stability†,” International 

Transactions on Electrical Energy Systems, vol. 31, no. 9, Sep. 2021, doi: 10.1002/2050-7038.12706. 
[20] I. E. Livieris, E. Pintelas, and P. Pintelas, “A CNN–LSTM model for gold price time-series forecasting,” Neural Computing and 

Applications, vol. 32, no. 23, pp. 17351–17360, Dec. 2020, doi: 10.1007/s00521-020-04867-x. 
 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 33, No. 1, January 2024: 324-332 

332 

[21] X. Zhao et al., “Joint classification of hyperspectral and LiDAR data using hierarchical random walk and deep CNN architecture,” 

IEEE Transactions on Geoscience and Remote Sensing, vol. 58, no. 10, pp. 7355–7370, Oct. 2020,  
doi: 10.1109/TGRS.2020.2982064. 

[22] M. Liu, L. Jiao, X. Liu, L. Li, F. Liu, and S. Yang, “C-CNN: contourlet convolutional neural networks,” IEEE Transactions on 

Neural Networks and Learning Systems, vol. 32, no. 6, pp. 2636–2649, Jun. 2021, doi: 10.1109/TNNLS.2020.3007412. 
[23] S. Alshmrany, “Adaptive learning style prediction in e-learning environment using levy flight distribution based CNN model,” 

Cluster Computing, vol. 25, no. 1, pp. 523–536, Feb. 2022, doi: 10.1007/s10586-021-03403-3. 

[24] L. Alzubaidi et al., “Review of deep learning: concepts, CNN architectures, challenges, applications, future directions,” Journal of 
Big Data, vol. 8, no. 1, p. 53, Mar. 2021, doi: 10.1186/s40537-021-00444-8. 

[25] H. Chen et al., “A deep learning CNN architecture applied in smart near-infrared analysis of water pollution for agricultural 

irrigation resources,” Agricultural Water Management, vol. 240, p. 106303, Oct. 2020, doi: 10.1016/j.agwat.2020.106303. 
[26] C. Vengaiah and M. Priyadharshini, “CNN model suitability analysis for prediction of tomato leaf diseases,” in 2023 6th 

International Conference on Information Systems and Computer Networks, ISCON 2023, Mar. 2023, pp. 1–4, doi: 

10.1109/ISCON57294.2023.10111996. 

 

 

BIOGRAPHIES OF AUTHORS 

 

 

Khalid El Moutaouakil     in 2017, he earned his Master’s degree in Computer 

Engineering and Systems from the Polydisciplinary Faculty of Sultan Moulay Slimane 

University in Beni Mellal, Morocco. Currently, he is pursuing his Ph.D. studies in the same 

faculty and works as a computer science teacher in a high school in Marrakech, Morocco.  

His research interests lie in digital agriculture, deep learning, and information systems. He can 

be contacted at email: elmoutaouakil.kh@gmail.com. 

 

 

Noureddine Falih     in 2013, he obtained a Doctor of Computer Science degree 

from the Faculty of Sciences and Technologies of Mohammedia, Morocco. Since 2014, he has 

been working as an associate professor at the Polydisciplinary Faculty of Sultan Moulay 

Slimane University in Beni Mellal, Morocco. With 18 years of professional experience in 

several renowned companies, his research interests revolve around information system 

governance, business intelligence, big data analytics, and digital agriculture. He can be 

contacted at email: nourfald@yahoo.fr. 

 

https://orcid.org/0000-0003-2589-5616
https://scholar.google.com/citations?hl=en&user=MfSG6n0AAAAJ
https://www.scopus.com/authid/detail.uri?authorId=57721360300
https://www.webofscience.com/wos/author/record/GSN-0495-2022
https://orcid.org/0000-0002-1418-3173
https://www.scopus.com/authid/detail.uri?authorId=57205694849

