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 Muskmelon, a crop prized for its economic potential, has a relatively brief 
growth cycle. Disease susceptibility during this period can have a profound 

impact on yields, posing challenges for farmers. Environmental conditions 

are pivotal in disease occurrence. Unfavorable conditions reduce the 

likelihood of pathogens infecting vulnerable host plants as temperature and 
humidity influence pathogen behavior, including toxin synthesis, virulence 

protein production, and reproduction. Pathogens can lie dormant in the soil 

until suitable conditions activate them. When the right environment and host 

plants align, these dormant pathogens can cause outbreaks. Disease 

prediction becomes possible by analyzing environmental variables. Real-

time data collected via strategically placed sensors focused on viral, fungal, 

and bacterial infections. Results indicated that the extreme gradient boosting 

(XGBoost) algorithm, with a maximum tree depth of 4 and 30 trees per 
iteration, achieved remarkable performance, yielding an accuracy of 97%. 

For comparison, the XGBoost model outperformed an 8-layer 

Backpropagation network with 7 nodes per layer, which achieved 95% 

accuracy. These findings underscore XGBoost's efficacy in forecasting and 
mitigating muskmelon plant diseases, offering the potential for improved 

crop yields and agricultural sustainability. 
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1. INTRODUCTION 

Muskmelon is a remunerative crop with a total cultivation time of around 65 to 75 days.  

The cultivation of muskmelon, however, faces significant challenges due to various diseases that can affect 

the crop, leading to substantial yield losses and economic implications for growers. Timely and accurate 

disease prediction and management are essential for maintaining crop health and ensuring a bountiful harvest. 

Here time is precious and the disease attack at this time duration will be a greater loss for the farmers [1]. Hence 

forecasting the possibility of a disease attack can alert the farmers to be prepared for any pathogen attack 

based on environmental conditions. Climatic changes have a direct impact on pathogen development in 

plants [2]. Major climatic factors considered are temperature, humidity, leaf wetness and soil moisture. 

Climate change is a predominant factor behind the spread of pests and pathogens. Climate change may have 

https://creativecommons.org/licenses/by-sa/4.0/
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an impact on the size of the population, the mortality rate, and the geographical spread of disease, and the 

incidence, growth, and geographical distribution of diseases [3][7]. The relationship between pathogen, 

host, environment and climatic factors is exhibited in the Figure 1.  

In recent years, the application of machine learning (ML) techniques in agriculture has gained 

substantial attention as a promising approach to address these challenges. ML models can be trained to 

recognize patterns and predict the onset of diseases in muskmelon plants based on various input factors such 

as environmental conditions, growth stage, and historical disease data [8][12]. By harnessing the power of 

data analysis and predictive modeling, ML algorithms can potentially provide invaluable insights into disease 

outbreaks and assist farmers in implementing timely interventions to mitigate losses. 

 

 

 
 

Figure 1. Relation between environmental factors and disease 

 

 

This research paper explores the concept of "virtual analysis of machine learning models for 

diseases prediction in muskmelon." The term "virtual analysis" implies that the analysis and experimentation 

primarily occur in a digital environment using software tools and simulated data. In a virtual analysis setting, 

researchers can examine and optimize ML models without the need for physical experimentation, making it a 

cost-effective and efficient approach for agricultural research [13][19]. The primary objectives of this 

research are as follows: 

 To collect and preprocess a dataset comprising relevant features related to muskmelon plants, including 

disease labels and environmental factors. 

 To evaluate different ML algorithms for their effectiveness in predicting diseases in muskmelon plants. 

 To conduct hyperparameter tuning and cross-validation to ensure the robustness and accuracy of the 

selected ML models. 

 To use virtual analysis tools to visualize and interpret the results, aiding in the understanding of how 

these models make predictions. 

This paper aims to provide insights into the application of ML for disease prediction in muskmelon, 

emphasizing the potential benefits of virtual analysis as a tool for improving agricultural practices.  

By harnessing the capabilities of ML, farmers and agricultural experts can make informed decisions, 

implement preventive measures, and effectively manage muskmelon diseases, ultimately enhancing crop 

yields and economic sustainability. In the subsequent sections of this paper, we will delve into the 

methodology, experiments, results, and discussions, presenting a comprehensive analysis of the virtual 

analysis of machine learning models for diseases prediction in muskmelon. Through this research, we aspire 

to contribute to the advancement of precision agriculture and the sustainable cultivation of muskmelon. 
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2. PROPOSED METHOD 

The poposed method includes placing the sesors across the agrigultural filed. The real time climatic 

data like temperature, humidity, leaf wetness and soil moisture have been collected from the field.  

In this research, a comprehensive methodology has been devised to address the critical issue of disease 

prediction in agricultural fields, with a particular focus on muskmelon crops. The proposed approach 

incorporates a multidimensional strategy that integrates sensor-based data collection, real-time climatic 

monitoring, and advanced machine learning techniques to achieve accurate and timely predictions of leaf 

diseases in muskmelon plants.  

The relationship between these parameters and pathogenic attack [8] regardless of these parameters 

need to be analyzed. The objective of this research is to develop a temporal prediction of leaf diseases upon 

vital features using multi class classification with imbalanced dataset based on environmental parameters. 

Steps involved in the process are as follows: 

 Step 1: data set analysis–analyse the relationship between environmental parameters and diseases. 

Environmental parameters like temperature, soil moisture, humidity and leaf wetness has a greater effect 

on disease development. The foundation of this methodology lies in the strategic placement of sensors 

across the agricultural fields where muskmelon crops are cultivated. These sensors are equipped to 

capture real-time data related to crucial environmental parameters. By leveraging these sensors, a 

continuous stream of data is gathered from the field, ensuring the collection of vital information relevant 

to plant health and the surrounding conditions. 

 Step 2: in this critical second step, a relational knowledge base is established. This knowledge base is 

enriched with environmental parameter values and their corresponding disease possibilities. Each entry 

in this database is a piece of the puzzle, capturing the intricate relationship between environmental 

conditions and the likelihood of disease occurrence in muskmelon crops. This comprehensive knowledge 

base forms the backbone of our disease prediction system, enabling the model to draw insights and 

predictions based on real-world observations. 

 Step 3: the third step involves a meticulous analysis of the dataset. This process aims to unveil the 

underlying relationships between the attributes, representing the environmental parameters, and the class 

labels, which signify the various disease possibilities. By thoroughly understanding the dataset's 

structure and the connections between its elements, we equip ourselves with the knowledge required to 

make informed decisions and predictions [20], [26]. 

 Step 4: before the dataset is ready for the rigors of predictive modeling, data pre-processing is 

conducted. This step is essential for ensuring data quality and consistency [27][35]. It involves 

addressing missing values, a common issue in real-world datasets, and normalizing data to bring it to a 

standard scale. Data pre-processing lays the foundation for accurate and reliable model training and testing. 

 Step 5: the dataset is divided into two distinct subsets in this step: a training set and a testing set. The 

training set encompasses 70% of the data, and the testing set contains the remaining 30%. This 

separation is crucial for model development and validation, enabling us to train our models on a 

substantial portion of the data while reserving a separate set for evaluating their performance. 

 Step 6: at this stage, various classification algorithms are applied to the dataset. These algorithms, 

including support vector machines (SVM), decision trees, back propagation networks, XGBoost, and 

random forest [36][40] are carefully chosen for their ability to handle classification tasks effectively. 

This diversity allows us to explore a range of methods, maximizing the chances of finding the most 

suitable one for our specific problem. 

 Step 8: once the appropriate classification algorithms have been selected, the models are trained and 

tested. This process involves feeding the training data into the models to teach them to recognize patterns 

and relationships between environmental parameters and disease possibilities [41][45]. Subsequently, 

the models are tested on the separate testing dataset to evaluate their performance and ensure they can 

make accurate predictions. 

 Step 9: to assess the performance of the classification algorithms, quality of service (QoS) parameters like 

accuracy are chosen. Accuracy represents the model's ability to make correct predictions. These parameters 

act as benchmarks for evaluating and comparing the algorithms' performance [46][50]. Analysis of these 

parameters provides valuable insights into which algorithm is best suited for our specific dataset. 

 Step 10: finally, the best-performing algorithm is identified based on its infusing capability. This 

selection process considers not only accuracy but also other relevant factors, such as the algorithm's 

ability to generalize and make predictions in real-world scenarios. The chosen algorithm will be the 

cornerstone of our disease prediction system, offering the capability to make informed and timely 

predictions based on environmental parameters. 
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In the initial step of our disease prediction methodology, we conduct a thorough analysis of the 

dataset, focusing on the relationship between environmental parameters and diseases affecting muskmelon 

crops. Sensors strategically placed across agricultural fields continuously capture real-time data on 

temperature, soil moisture, humidity, and leaf wetness. In the second step, a relational knowledge base is 

established, correlating environmental parameter values with disease possibilities. This comprehensive 

database forms the backbone of our prediction system.  

The third step involves meticulous dataset analysis to unveil underlying relationships, while data 

pre-processing ensures quality and consistency [51][55]. The dataset is then divided into training and testing 

sets, allowing for robust model development. Multiple classification algorithms, such as SVM and random 

forest, are applied and rigorously tested.  

QoS parameters, including accuracy, guide algorithm selection. The best-performing algorithm, 

chosen based on its infusing capability and real-world applicability, becomes the cornerstone of our disease 

prediction system. These steps encompass a systematic and data-driven approach to disease prediction in 

muskmelon crops. Through the creation of a relational knowledge base, dataset analysis, algorithm selection, 

and rigorous model training and testing, we aim to develop a robust system capable of providing valuable 

insights into disease possibilities based on environmental conditions. 

 

2.1.  Data collection 

The initial process is to collect the real time images from agricultural field. The plant variety chosen 

under consideration is muskmelon (cucumis melo var. cantalupensis). The data are collected from 1 acre of 

agricultural land located in Sathappadi (Village), Attur (Tk), Salem (Dt), TamilNadu (DMS latitude:11° 35' 

53.2176'' N, DMS longitude 78° 35' 48.4872'' E). The research mission planning to reconnaissance and 

clench a session is around 625. The plant data collection was executed during April to June and July to 

September of 2019, in two sessions and 4 times a day (6.30 am, 11.30 am, 3.30 pm, 7.30 pm). By 

encompassing the plant leaf images circumscribing the situational parameters of the agricultural field such as 

temperature, soil moisture, humidity, and pH level have been perceived for experimenting the research with 

timestamps. 

 

2.2.  Choosing appropriate classifier system 

It is important to investigate the best classifier system for the type of imbalanced dataset, chosen. 

The dataset was trained on the best supervised machine learning algorithms as discussed in the introduction 

chapter. A comparative analysis is conducted on SVM, decision tree, back propagation network, XGBoost 

and random forest algorithm. The QoS parameter chosen for analysis of prediction is accuracy. 

All the machine learning algorithms were executed for 10 iterations and an average accuracy is 

considered for comparison. A box plot graph is plotted based on the results obtained as shown in Figure 2. 

Among the algorithms compared are random forest, XGBoost and back propagation network perform better 

than the other ML models. Even though back propagation network gives maximum accuracy of 97%, 

XGBoost’s average performance of 82% is better than the back propagation network is average performance 

of 79%. Hence back propagation net and XGBoost algorithms were chosen for our experimentation, based on 

average performance. 

 

 

 
 

Figure 2. Comparative analysis of different classifier system based on accuracy 
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3. XGBOOST WITH VITAL FEATURE COMBINATION ALGORITHM 

The gradient boosting framework is used by the decision tree-based ML method known as XGBoost 

[56], [57]. XGBoost was created by Tianqi Chen and was first kept up by the distributed (deep) machine 

learning community (DMLC). It is the most prevalent machine learning algorithm in use today, and its 

popularity has grown as a result of its success with both structured and tabular data. XGBoost is categorised 

as a boosting strategy in ensemble learning. To increase prediction accuracy, ensemble learning compiles 

various models into a group of predictors. By adding weights to the models in the boosting strategy, later 

models seek to correct the faults created by earlier models. XGBoost is a gradient boosted decision tree 

solution that improves speed and performance. Gain, weight, cover, total gain, and total cover are all feature 

significance kinds in XGBoost [58]. The default significance type is weight. The number of times a feature 

was utilized to divide the data across all trees is computed. The average gain across all splits where the 

feature was used is used to calculate gain.  

 

3.1.  XGBoost training 

The training dataset in XGBoost is splitted into k-folds and the algorithm generates k-trees with k-

fold cross validation. The structure of XGBoost algorithm with vital feature combination is displayed in 

Figure 3. The XGBoost algorithm steps will be explained after Figure 3. 

 

 

 
 

Figure 3. Working of XGBoost with vital feature combination as environmental parameters 

 

 

The XGBoost algorithm steps: 

 Initialization: initialize the model with a constant value, which is the global mean of the target variable 

for regression tasks or a balanced value for classification tasks [59]. Calculate the initial prediction, 

which is the model's prediction based on this constant value. 

 Calculate the residuals: calculate the residuals by subtracting the initial prediction from the true target 

values. These residuals represent the errors the model needs to correct. 

 Build a weak learner (decision tree): create a decision tree as a weak learner to capture the relationships 

between features and residuals. Train the decision tree to minimize the residuals by adjusting the tree's 

structure and feature splits. 
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 Update the model: add the newly created decision tree to the ensemble. Adjust the weights of the 

decision tree to minimize the loss function, taking into account both the residuals and a regularization 

term that prevents overfitting. 

 Update the prediction: update the model's prediction by adding the contribution of the new decision tree. 

This updated prediction is the ensemble's current estimate of the target variable. 

 Repeat: repeat steps 2 to 5 for a predefined number of iterations (trees) or until a stopping criterion, such 

as a maximum depth, is reached. 

 

 

3.2.  Back propagation network 

To analyze the efficiency of XG-Boost, its accuracy is compared to that of a back propagation 

network [60], [61], the maximum accuracy is achieved by back propagation network. The basis of neural 

network training is utilized for back propagation network. Feed-forward back propagation network includes 

three layers namely input layer, hidden layers and output layer. The nodes that correspond to the variables at 

the input and output are present in both the input and output layers. There are 10 input neurons which 

corresponds to each environmental parameters. Similarly, the number of output neurons corresponds to the 

number of class labels. Totally four class labels are there for our research, one healthy class and three 

diseased class labels. The data travels between these nodes through the weighted links. The number of hidden 

layers and number of neurons in the hidden layers can be varied and based on the better combination the 

network model can be finalized. 

 

 

4. PERFORMANCE ANALYSIS 

The dataset used in our experimentation is collected from real time agricultural filed which consists 

of 2,510 entries with three class labels. Three main pathogen attack were addressed in this work namely viral, 

bacterial and fungal diseases along with one class label for healthy leaf condition represented as DS1, DS2, 

DS3, HLY. Ten environmental conditions have been considered as the combination in the feature set. 

 

4.1.  XGBoost performance 

The performance of the XGBoost algorithm is measured by varying different parameters as the 

number of trees generated for each iteration and the depth of tree generated. The algorithm is iterated for 100 

epochs and is executed for 10 times, to measure the average accuracy of prediction. Table 1 presents the 

parameters used for evaluating the performance of XGBoost. The performance of XGBoost is evaluated in 

Table 2 and Figure 4 by altering the number of trees created and maximum depth of each tree as 3 and 4. The 

experimental results inferred that XGBoost with maximum tree depth as 4 and 30 number of trees generated 

at each iteration performs well with a mean accuracy of 97%, than other combinations for a particular 

application. 

 

 

Table 1. Attributes used for evaluating the performance of XGBoost 
Attributes Values 

Disease class label 3 Diseases+1 healthy 

Total number entries 2,510 

Total attributes 10 

Learning rate α–0.15 

Number of trees per iteration 5, 10, 15, 20, 25, 30 

Tree depth 3.4 

Total epoch 100 

Total repetition 10 

QoS parameters considered Accuracy 

 

 

Table 2. Accuracy of XGBoost with various number of trees generated 
Number of trees 

generated 

Max depth 3 Max depth 4 

(Mean accuracy) (Mean accuracy) 

5 0.74 0.77 

10 0.76 0.8 

15 0.86 0.89 

20 0.9 0.92 

25 0.93 0.96 

30 0.94 0.97 
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Figure 4. Accuracy of XGBoost with various number of trees generated 

 

 

4.2.  Back propagation net performance 

The performance of the back propagation net is measured by varying the number of hidden layers 

and number of neurons in hidden layer. The algorithm is iterated for 100 epochs and is executed for 5 times, 

to measure the average accuracy of prediction. Table 3 presents the parameters used for evaluating the 

performance of back propagation net. 

The network is analyzed with 40 different combinations of architecture by varying the number of 

hidden layers from 1 to 10 and number of neurons in hidden layers as 4, 5, 6, 7. Table 4 shows the accuracy 

of back propagation net with various hidden layers and hidden layer neurons and Figure 5 present the 

performance of back propagation net with accuracy as the mentioned QoS parameter [62]. Experimental 

results inferred that back propagation network with 8 hidden layers and each layer with 7 nodes perform 

better with an average accuracy of 95%. 

 

 

Table 3. Parameters used for evaluating the performance of back propagation net 
Parameters Values 

Disease class label 3 Diseases+1 healthy 

Total number entries 2,510 

Total attributes 10 

Learning rate α–0.1 

Total epoch 100 

Total repetition 5 

QoS parameters considered Accuracy 

Analysis performed Different hidden layers, different nodes of hidden layers 

 

 

Table 4. Accuracy of back propagation net with various hidden layers and hidden layer neurons 
Number of hidden layers 4 nodes 5 nodes 6 nodes 7 nodes 

1 57.92 64.42 78.77 79.32 

2 58.34 64.76 77.78 79.56 

3 58.76 67.23 78.32 84.71 

4 60.34 72.45 79.75 88.29 

5 61.45 78.34 79.92 91.29 

6 62.38 78.55 82.12 93.36 

7 63.54 79.78 85.89 94.88 

8 64.47 80.55 87.62 95.75 

9 64.56 80.22 87.12 94.5 

10 64.71 80.35 87.11 94.35 
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Figure 5. Accuracy of back propagation net with various hidden layers and hidden layer neurons 

 

 

Our experimental findings reveal the remarkable performance of the XGBoost algorithm in the 

specific context of disease prediction. XGBoost, configured with a maximum tree depth of 4 and the 

generation of 30 trees at each iteration, consistently demonstrated its superior predictive power. Impressively, 

this configuration yielded an expected accuracy of 97%, signifying the algorithm's ability to make highly 

accurate forecasts. In stark contrast, an alternative approach was examined, utilizing a backpropagation 

network comprising 8 hidden layers, with each layer housing 7 nodes. This neural network architecture 

exhibited commendable performance, achieving an accuracy rate of 95%. While the backpropagation 

network displayed robust predictive capabilities, it fell slightly short of the XGBoost algorithm's exceptional 

accuracy. One notable highlight from our analysis is the XGBoost algorithm's proficiency in disease infection 

forecasting when compared to other models. The algorithm's ability to discern and capture intricate 

relationships between environmental factors and pathogen attacks is underscored by its superior performance. 

This finding underscores the practical significance of employing XGBoost as a predictive tool for disease 

control and prevention, offering agricultural experts and farmers a valuable means of safeguarding their 

muskmelon crops with the utmost accuracy. 

 

 

5. CONCLUSION  

Environmental conditions significantly influence plant diseases. When the environment is 

unfavorable for disease development, vulnerable hosts are less likely to be infected by aggressive pathogens. 

This study focused on three primary pathogen types: bacterial, fungal, and viral diseases. We conducted a 

comparative analysis of various ML algorithms using real-time datasets. The results of our experiments 

indicated that XGBoost, with a maximum tree depth of 4 and the generation of 30 trees at each iteration, 

outperformed other algorithms in this specific application, achieving an impressive expected accuracy of 

97%. In contrast, a backpropagation network with 8 hidden layers, each containing 7 nodes, achieved an 

accuracy of 95%. Notably, XGBoost excelled in disease infection forecasting when compared to other 

models. Furthermore, there is potential for improvement by implementing a rule-based analyzer to select 

crucial features for each possible pathogen attack. This approach could enhance the model's ability to make 

accurate predictions and further contribute to disease control and prevention in muskmelon cultivation. 
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