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 Artificial intelligence is not smart enough. This is why we are looking for 

complementary algorithms in order to increase the performance of machine 

learning and neural networks (NN). We have innovated an algorithm called 

learning focal point (LFP). This algorithm will help us increase the 

intelligence of machine learning and the NN. In this article, we will present 

the algorithm in detail, starting with the mathematical and theoretical 

principles, passing through the development and deployment in cloud docker 

containers, and ending with the security of its application programming 

interface (API). Finally, we are going to do a test in which we apply it in the 

case of using tin cans. 
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1. INTRODUCTION 

This work falls under an industrial project that aims to develop the fish canning industry in Morocco 

using artificial intelligence (AI). Therefor, our primary goal is to create a system based on AI and image 

processing to supervise the quality of canning in the factory. As a first version, we created a model based 

solely on neural network (NN). Through a set of tests on the model, it was found that the classification 

accuracy (CA) was not sufficient due to the quality of the data. That’s why we created a complementary 

algorithm called learning focal point (LFP) which will be the subject of this research paper. This algorithm 

that takes the images as input and returns the coordinates of the essential divisions of the images. Based on 

these divisions, we do the training and testing. The results were very wonderful. This is what we will see in 

the discussion section. 

Intuitevely, we searched for algorithms and methods like LFP algorithm that solve the data 

refinement problem. We found many algorithms like non-negative matrix factorization (NMF) which is a 

dimensionality reduction and data decomposition technique used in machine learning and data analysis [1]. 

In addition to these methods, there is local binary patterns (LBP) is a type of feature used in computer vision 

and image processing [2]. It is a type of feature descriptor which encodes local spatial information of an 

image by comparing each pixel with its neighbor pixels. Remember that the principal component analysis 

(PCA) method plays the same role, but in a different way. It is a technique used to reduce the dimensionality 

of a dataset based on algebraic mathematics [3]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The difference between our method and the previously mentioned methods is that the latter relies 

heavily on matrix arithmetic and mathematical algebra. While our method relies on the AI perceptron 

algorithm to calculate the accuracy, and based on this accuracy, the main part of the image is selected. 

Moreover, existing methods take images or a dataset as input parameter and return an optimal image or 

dataset, while our method works on a dataset of images and returns the coordinates of the main divisions of 

the image. One of the advantages of this technique is that we only compute the data once in the training step, 

while other methods are forced to recalculate at each test for a specific image. 

In this paper, in section 2, we will presente related works then in the section 3, we will present the 

design and mathematical theories on which the LFP algorithm is based. Moreover, we will see application 

programming interface (API) requests and responses created to allow other developers to use our algorithm. 

We will also discuss the scurity of API and its containerization in cloud computing using docker. Finally, in 

section 4, we make a discussion of the results and performance of our own algorithm based on fish can image 

processing. Followed by the conclusion. 

 

 

2. RELATED WORKS 

Through our research, it turns out that there are many attempts to solve the data refinement problem, 

because of the importance of this step in creating better and more accurate models. Most of the methods we 

found are in the area of facial recognition. And we mention NMF is a technique used in machine learning and 

data mining that is used to identify patterns and uncover the underlying structure of a dataset [4]. It is based 

on the assumption that the data is composed of non-negative factors that, when multiplied together, can 

produce the original dataset [5]. NMF works by decomposing the data into two matrices: a basis matrix and a 

coefficient matrix. The goal of NMF is to find the best possible decomposition of the data into non-negative 

components that can be used to reconstruct the original dataset [6]. NMF can be used for a variety of tasks 

including data compression, feature extraction, clustering, and dimensionality reduction. Thanks to this 

method, many methods based on it have been designed, which we call the NMF family. 

In addition to these methods, there is another method, LBP are a type of feature used in computer 

vision and image processing [7], [8]. It is a type of feature descriptor which encodes local spatial information 

of an image by comparing each pixel with its neighbor pixels. The feature is computed by comparing the 

intensity value of a pixel to the intensity values of its neighbors [9]. The resulting binary pattern is then used 

to identify the features in the image. LBP is often used for object recognition, facial recognition, and texture 

analysis. And in this regard, LBP can be considered as maxpooling and min-pooling which are techniques 

used in convolutional neural networks (CNN) to reduce the size of an input image, while preserving the most 

important features [10]. The process of max-pooling or min-pooling involves dividing the image into a 

number of smaller regions, and then taking the maximum or minimum value from each region. This is done 

to reduce the resolution of an image, while preserving important features. Max-pooling can be used to reduce 

image size, reduce the computational cost of a CNN, and improve its accuracy. The max-pooling method is 

similar to our LFP method that we created, except that they differ in the way of choosing the essential regions 

of the image. Our method depends on calculating the accuracy of each part of the image based on the total 

number of training images, while the max-pooling method depends on the dominant color of the region. 

PCA stands for “principal component analysis,” and it is a statistical technique and dimensionality 

reduction method used in data analysis and machine learning [11], [12]. PCA is employed to reduce the 

number of features (variables) in a dataset while preserving the most critical information or patterns in the 

data. It achieves this by transforming the original features into a new set of uncorrelated variables called 

principal components [13]. PCA is commonly used for data preprocessing, feature extraction, and 

visualization in various fields, including data analysis, image processing, and machine learning [14], [15]. 

It’s especially valuable for reducing the dimensionality of high-dimensional data and removing 

multicollinearity between variables, which can improve the performance of machine learning models and 

help with data exploration [16]. 

All of these mentioned methods rely heavily on arithmetic matrices and mathematical algebra, while 

LFP algorithm relies on the AI perceptron algorithm to calculate the accuracy, and based on this accuracy, 

the main part of the image is selected. Furthermore, existing methods take images or a dataset as input 

parameter and return an ideal image or dataset, while our method operates on a dataset of images and returns 

the coordinates of the main sections of the image. One of the advantages of this technique is that we only 

compute the data once in the training step, while other methods are forced to recalculate at each test for a 

specific image. 

Mentioning the perceptron method, there is a nice article that addresses the same topic as ours, 

which is to choose the essential pixel of an image in an intelligent way based on the multi-layer perceptron 

(MLP) algorithm in order to recognize facial expressions. Since we are talking about related articles, it is 

worth mentioning that this is not the first time we are talking about our method, as we have already dealt with 
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this topic in an article of our own to which you can refer. But this work is very special and complete. It can 

be seen as a continuation or evolution of the previous article, because we will not only limit ourselves to what 

is theoretical, but also practical, from information technology (IT) development through publishing in cloud 

computing to the IT security of the API. 

 

 

3. METHOD 

3.1.  LFP algorithm 

Firstfull, we need to present the inspiration and source of LFP algorithm. By contemplating the 

work of the brain, we found that before it begins to learn how to classify objects, it begins to identify the 

differences between these objects. To prove this opinion, we conducted a practical experiment in which we 

showed 100 students a picture containing a drawing of the bodies of a man and a woman. Then we asked 

them to identify the gender of each shape, and their answers were all correct. Then we asked them the 

question: Which area of the body did you rely on to determine gender? as shown in Figure 1, the result was 

43% of the students determined the gender by the head and 57% by the shape of the chest. As a result of this 

experiment, the students’ answers were based on noticing the areas of difference in the two bodies. This is what 

LFP algorithm does. It identifies areas of difference in images that we can later rely on in machine learning. 

 

 

 
 

Figure 1. Points of difference between the female and male body 

 

 

In practice, the LFP algorithm detects core regions using the perceptron algorithm which is a type of 

linear classifier that can be used to classify data into two classes. Perceptron can be used for binary 

classification problems, where the output is either a 0 or a 1 [17]. Its main role is to find a hyper plane (𝑊, 𝑏) 

that separates the individuals of a data set {(𝑋1, 𝑦1), …, (𝑋𝑛, 𝑦𝑛)}. As we can see in the flowchart in  

Figure 2, we take a set of images of the same size and then divide each image into squares see Figure 3. 

We perform perceptron training on each square, then we calculate theire accuracy through the (1), and finally 

get the coordinates (x, y, width, and height) of the high-precision squares as seen in Figure 2.  

To sum up, LFP algorithm relies on the accuracy of perceptron training on different squares of images to 

return their coordinates. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙
 (1) 
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Figure 2. Flowchart of the LFP algorithm 

 

 

 
 

Figure 3. Execution of perceptron on several square 

 

 

After knowing how LFP algorithm works, we will now move to an important stage, which is how 

we will share this algorithm with developers community. We created an API that allows developer to use our 

algorithm easily using hypertext transfer protocol (HTTP) requests. We dissect this point in detail in the 

following paragraph. 

 

3.2.  LFP algorithm API 

An API is a set of rules, protocols, and tools that allows different software applications to 

communicate with each other [18]. It defines the methods and data formats that developers can use to interact 

with a particular software component, service, or platform, enabling them to access its functionality and data. 

In the context of APIs, a “request” is a message or command sent by a client (an application or system) to an 

API endpoint or service, asking for a particular action to be performed or data to be retrieved. Therefor, the 

client specifies the type of request, such as a GET request to retrieve data, a POST request to create data, a 

PUT request to update data, or a DELETE request to remove data, among others [19]. In practice, we have 

created a web service that supports the following request in Figure 4, which gets the file data uniform 

resource locator (URL) as a parameter. When the server receives this request, it accesses the data to execute 

the LFP algorithm in order to return the coordinates (x, y, width, and height) of the high-precision squares as 

a JSON response as we see in Figure 5. 

 

 

 
 

Figure 4. Request to get coordinates 
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Figure 5. The response containing the coordinates calculated by the LFP algorithm 

 

 

After defining the request and response with our API, all developers can easily use the LFP 

algorithm without seeing the source code. Specifically, developers can integrate our service into a mobile 

application or website without seeing the source code of the LFP algorithm. On the other hand, we have to 

protect our service by integrating a protocol of security. This is what we are talking about in the next 

paragraph. 

 

3.3.  API security 

There are many security protocols using in API, but we have chosen Oauth2.0 protocol because it’s 

not vulnerable and it is used by many popular websites and applications, such as Google, Facebook, and 

Twitter. Oauth2.0 an open authorization protocol that allows users to securely access data from other 

applications without having to share their passwords. To integrate the Oauth2.0 protocol, we need to add an 

authorization server that grants the client an access token that will be sent on every client request. And then a 

server with LFP algorithm will work until the access token is validated. Therefore, we modified the API as 

we see in the following request in Figure 6 by adding the Oauth2.0 protocol attributes like access token. 

 

 

 
 

Figure 6. The request is protected by an access token 

 

 

At this point, we are able to protect the LFP algorithm service and manage user permissions using 

the Oauth2.0 protocol. Therefore, we can collect a lot of information about the use of our service, such as the 

number of uses, the number of users, and we can also detect errors generated in the LFP algorithm to correct 

them. Furthermore, we have more control if we want to sell our services through subscriptions. 

 

3.4.  Implementation in docker 

Now we have reached the paragraph mentioned in the title of this article in which we will see how 

to build the LFP algorithm and its API in a docker container to deploy it in cloud computing which has many 

advantages. A docker container is a lightweight, portable, self-contained software package that allows 

application developers to include all necessary parts, libraries and other dependencies, and ship them all out 

as one package. Of course, one of the benefits of containers is that developers can ensure that the application 

runs consistently on any Linux device, regardless of the settings or custom configurations specified on those 

devices. Docker containers are also extremely flexible, allowing developers to choose the environment and 

tools that best suit their needs. As we can see in Figure 7, docker infrastructer contains several components 

including the application container that contains the LFP algorithm. So, to put the source code of our 

algorithm into a docker container, we have to create a dockerfile that contains all the commands that the user 

can call on the command line to compile an image. The instructions in the dockerfile will be used by docker 
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to create the image that will be used to create containers, which are runtime instances of the image. 

Dockerfiles are written in a specific format and contain a set of instructions and arguments that define what 

the container will look like when it is built and run. 

 

 

 
 

Figure 7. LFP algorithm in the docker container infrastructure 

 

 

Now that we know how to push our LFP algorithm into docker conatiner, we can now take 

advantage of the benefits of container cloud computing, such as cost savings, scalability, flexibility, 

reliability, speed, and efficiency. Cost savings are achieved due to the shared infrastructure and economies of 

scale associated with cloud computing. Scalability allows for applications to grow or shrink as needed, 

making them more flexible and cost-efficient. Cloud computing also offers faster deployment times, as 

applications can be deployed faster than traditional methods. Additionally, cloud computing provides high 

availability and reliability due to its distributed nature. Finally, cloud computing is highly efficient, as it 

leverages the power of multiple servers, storage, and networking resources. 

 

 

4. RESULTS AND DISCUSSION 

To examine the performance of our LFP algorithm, we compared it with the methods cited in the 

related works section: NMF, LBP, and PCA. Process we conducted several training on canned sardine image 

data containing more than 1,000 individuals see Figure 8. Each time using one of these methods in order to 

have models. The performance of these models was evaluated based on their classifcation accuracy (CA), 

precision, recall, F1-score and receiver operating characteristic-area under the curve (ROC-AUC) values [20]. 

These indices (these functions) were generated automatically using tensorflow library. Accuracy is a measure 

of how well your model classifies data correctly. It’s often used in classification tasks. Precision is a 

performance metric that measures the accuracy of the positive predictions made by a model [21], [22].  

It is particularly relevant in binary classification problems, where you classify instances into one of two 

classes: positive (1) or negative (0). Recall, also known as sensitivity or true positive rate, is a performance 

metric used to evaluate the model’s ability to correctly identify all relevant instances of the positive class [23]. 

The F1-score is a widely used performance metric in machine learning, particularly for binary classification 

problems. It combines the precision and recall of a model into a single score and is especially useful when 

dealing with imbalanced datasets or when there is an uneven cost associated with false positives and false 

negatives [24]. ROC-AUC is a widely used performance metric for evaluating the quality of a binary 

classification model [25], [26]. It assesses the model’s ability to discriminate between the positive and 

negative classes across various classification thresholds. 

 

 

 
 

Figure 8. Example of sardine can images 
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We did five experiments as we see in Figure 9. In the first experiment, we only implemented NN 

training. For other experiments, we implemented the algorithms: LFP, NMF, LBP, and PCA separately with 

NN training on the same data. We note in Table 1 following the results of these experiments which 

demonstrate the strength of the LFP algorithm, which presents high precision. Furthermore, comparing 

experiments 1 and 2, we observe that we can increase the CA up to 20% if we use the LFP algorithm in the 

training and testing phases. 

 

 

 
 

Figure 9. Diagram of the five experiences 

 

 

Table 1. Results of five experiments 
Experiment N° Algorithm CA Precision Recall F1-score ROC-AUC 

1 NN 0.706 0.705 0.704 0.704 0.779 
2 LFP+NN 0.921 0.921 0.920 0.920 0.934 

3 NMF+NN 0.903 0.904 0.903 0.903 0.910 

4 LBP+NN 0.870 0.870 0.870 0.870 0.873 
5 PCA+NN 0.912 0.912 0.910 0.910 0.916 

 

 

5. CONCLUSION 

In this work, we presented the theoretical principle of the LFP algorithm. Then we talked about the 

API that allows other developers to use our algorithm without seeing the source code. We also talked about 

the Oauth security protocol, and how we can integrate it into our API. Next, we introduced how to set up our 

application in the cloud container by creating a dockerfile. Using sardine can image data, we compare the 

LFP algorithm and existing methods such as NMF, LBP, and PCA using some estimation indices including 

AUC, CA, precision, F1-score, and recall. The numerical output result shows that the classifier based on the 

LFP algorithm performs better than its competitors in terms of accuracy (0.921), which means increased CA 

up to 20%. The LFP algorithm will open our eyes to a long road of scientific research because our algorithm 

is based on a single layer of sensory perception. However, we have had great results. So if we use other 

machine learning algorithms that are better than perceptron. It is necessary to obtain increased CA. 
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