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 The rapid growth of digital technologies and natural language processing 

(NLP) have revolutionized the field of education, creating new demand for 

automated academic assistance systems. In this paper, we present an NLP-

based academic assistance chatbot designed to provide comprehensive 

support to students and researchers using deep learning techniques.  

The chatbot incorporates a range of intelligent features to assist with 

university recommendations, article writing, automatic question answering 

(QA), and job search. By leveraging sentiment analysis and sarcasm 

detection models. The proposed chatbot could offer accurate and insightful 

university recommendations. Additionally, the chatbot incorporates spell and 

grammar checking, summarization, paraphrasing, and topic modeling 

capabilities to aid users in enhancing their writing skills. The QA module 

enables users to obtain quick and precise answers to factoid-based questions. 

Moreover, the chatbot helps with internships and job search. According to 

literature, this work presents the first assistance chatbot that encapsulates all 

features that may be needed by a university student to facilitate and improve 

his/her learning process. The results demonstrated clearly in the body of the 

paper showed the success achieved by the academic assistant proposed and 

built in this work in all its features or modules to offer help to university 

students and graduates. 
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1. INTRODUCTION 

University students encounter a range of challenges and obstacles that can impede their academic 

progress. These challenges include the difficulty of accessing reliable and pertinent information necessary for 

making informed decisions, such as selecting the right university. Students may lack access to comprehensive 

databases, resources, or expert guidance, which can hinder their ability to make well-informed choices. 

Additionally, language barriers and skill gaps pose significant difficulties, particularly for non-native English 

speakers or individuals lacking essential communication and presentation skills. These limitations can hinder 

effective communication, hindering students’ ability to effectively express their abilities and achievements. 

Furthermore, time constraints and heavy workloads are common issues for university students. Balancing 

academic commitments with personal responsibilities like job seeking and curriculum vitae (CV) enhancing 

can be challenging, leaving students with limited time and energy to pursue their academic and career 

aspirations fully. Meanwhile, during the last period the field of natural language processing (NLP) has 

https://creativecommons.org/licenses/by-sa/4.0/
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witnessed remarkable advancements, leading to its widespread application in various domains. Notable 

developments include the introduction of transformer models, pretrained language models, transfer learning 

approaches, multimodal NLP, and efforts towards ethical considerations and bias mitigation. These 

advancements have revolutionized tasks such as language understanding, generation, and translation, 

expanding the capabilities of NLP in areas like virtual assistants, chatbots, and sentiment analysis. The 

ongoing progress in NLP continues to push the boundaries of natural language understanding and generation 

(NLU and NLG), creating new opportunities and challenges for researchers and practitioners in the field. One 

prominent area of application is academic assistance, where NLP techniques can play a pivotal role in 

supporting students and researchers. Recognizing the challenges facing those University students in their 

academic and career paths while putting into consideration how powerful NLP field has become, the 

“academic assistance chatbot” proposed in this work leverages the power of artificial intelligence and NLP 

techniques to offer a comprehensive solution. The chatbot serves as a personalized virtual assistant, providing 

tailored support and guidance to students. It is worth mentioning that assistance chatbots in literature are 

normally doing one task, like question answering (QA) chatbots, recommendation chatbots, job matching 

chatbots, etc. This work leverages NLP capabilities to allow the proposed chatbot to handle seven different 

tasks which are: university recommendations, spell and grammar checking, summarization, paraphrasing, 

topic modeling, job and intern matching and QA. The goal is to empower students and job seekers, mitigating 

their challenges and helping them navigate their academic and career paths with confidence and success. The 

proposed “academic assistance chatbot”, is built to provide the student with a comprehensive set of features 

aimed at enhancing the academic journey of him/her.  

The rest of this paper is organized as follows: section 2 reviews the related work done in literature. 

Section 3 delves into the various NLP techniques employed to implement each feature, highlighting the 

specific technique chosen for each, and providing a rationale behind its selection. Section 4 demonstrates the 

experiments held to test this work and discusses the results using some use cases to explain the final 

implementation of the chatbot, demonstrating its capabilities and effectiveness in supporting users in their 

academic pursuits. Finally, the paper is concluded in section 5. 

 

 

2. LITERATURE REVIEW 

This section provides a comprehensive demonstration of existing research and scholarly works 

pertaining to academic assistance and NLP. Through systematic review of the literature, it was found that 

chatbots that are built for student’s assistance are rare and do not include many features. The most recent 

student’s assistance chatbot found in literature was an intelligent tutoring system built using NLP ontology in 

2021 to assist school students in their learning journey [1]. Due to the rareness of similar chatbots, we 

surveyed the literature to investigate the key approaches, methodologies, and applications that can be used to 

build the features or the main modules of our academic assistance chatbot. The following subsections explore 

the literature work done in every domain (feature) of the proposed system. 

 

2.1.  University reviews/recommendation system 

To provide students with authentic and reliable university reviews, a sentiment analysis model is 

employed for this feature. It is crucial to consider the potential presence of sarcasm in such reviews which is 

not an easy task, but it is very important because it is a common characteristic in students’ reviews. 

Sentiment analysis is a very common application in NLP that aims to automatically classify the sentiment or 

personal attitude in a piece of text, such as a tweet, review, or news article. Sentiment analysis has a lot of 

real-world applications, such as market research, customer service, political analysis, and brand management. 

In the last few years, researchers invested a lot of effort in developing automated techniques for sentiment 

analysis, including the valence aware dictionary and sentiment reasoner (VADER) method and text 

classification methods. The VADER method combines lexicon and rule-based approaches to analyze 

sentiment [2]. It was that firstly developed by researchers at the University of Georgia. VADER uses a pre-

built dictionary of sentiment words that are scored on a scale from -4 for most negative to +4 for most 

positive. Text classification is another important approach to address the problem of sentiment analysis that 

involves training a machine learning algorithm to classify text into positive, negative, or neutral categories 

based on labeled data. Text classification algorithms like Naïve Bayes (NB), decision trees (DT), support 

vector machines (SVM), and neural networks (NN) are very good in this task. They have several advantages, 

including the ability to handle domain-specific language and context, the ability to learn from data and adapt 

to changing trends, and the ability to provide interpretable results that can be easily understood and acted 

upon. Baizal et al. [3] used text classification algorithms along with NLP techniques to develop a movie 

recommendation system, and they confirmed that they achieved an accuracy rate that reached 83%. 
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2.2.  Text paraphrasing 

Text paraphrasing is a crucial task in NLP that aims to generate alternative versions of a given 

sentence or phrase while preserving its original meaning [4]. Paraphrasing plays a significant role in various 

NLP applications, like summarization, QA, machine translation, and information retrieval. Over the years, 

many approaches were proposed and studied to address the challenge of text paraphrasing. Traditional 

methods often relied on rule-based or template-based techniques, which had limited coverage and struggled 

to understand the semantics and meanings of the text [5]. However, with the advent of deep learning and 

neural networks, the field of text paraphrasing has witnessed significant advancements. Recently, the pre-

training with extracted gap-sentences for abstractive summarization (PEGASUS) model has emerged as a 

state-of-the-art approach for text paraphrasing [6]. PEGASUS builds upon the transformer architecture and 

utilizes a pre-training and fine-tuning paradigm to generate high-quality paraphrases. 

 

2.3.  Text summarization 

Considering text summarization, it aims to automatically generate concise summaries from large 

amounts of textual data [7]. It has numerous applications, such as news understanding and summarization, 

running text summarization, information retrieval [8], and social media summarization. Over the years, 

various approaches have been proposed to address the challenges of text summarization. One popular 

approach is extractive summarization, which involves selecting and concatenating key sentences or phrases 

from the source text to form a summary [9]. This method relies on identifying the most important and 

representative information in the original text. However, extractive summarization may result in disjointed 

sentences and lacks coherence. Another approach is abstractive summarization, which generates summaries 

by paraphrasing and rephrasing the content of the source text in a more human-like manner [10].  

This technique allows for more flexibility and coherency in the generated summaries. Abstractive 

summarization often employs advanced natural language generation models, such as attention models or 

transformers, convolutional neural networks (CNNs), and recurrent neural networks (RNNs). Recently, 

transformer-based models have proven to be the best summarization models, as they outperformed the results 

obtained by all other machine learning and deep learning models. One prominent model which is found to 

outperform all preceding models in the summarization task is bidirectional and auto regressive transformers 

(BART) [6]. 

 

2.4.  Spell/grammar check 

Grammar and spell correction play a very important role in improving the quality and completeness 

of written text. Correcting grammar and spelling errors is vital for various NLP applications, including text 

summarization, machine translation, text generation, and information retrieval. Rule-based approaches 

employ predefined grammar rules and linguistic patterns to detect and correct errors [10]. These methods are 

effective in capturing simple grammatical errors but may struggle with complex structures and context-

dependent errors. Statistical approaches, on the other hand, utilize annotated corpora and statistical models to 

identify and correct errors [11], [12]. These methods analyze word frequencies and language patterns to 

estimate likely corrections, offering improvements in handling context-dependent errors. However, statistical 

approaches may not capture intricate language nuances. Deep learning models, such as RNNs and 

transformer models, have shown remarkable performance in capturing complex dependencies and generating 

accurate corrections [13], [14]. These approaches learn from large amounts of data, effectively model 

context, and have significantly advanced grammar and spell correction. Hybrid approaches combine rule-

based, statistical, and machine learning techniques to overcome limitations, providing a comprehensive 

solution [15]. These approaches have evolved over time, each offering unique advantages and limitations, 

with ongoing research focused on enhancing grammar and spell correction systems. 

 

2.5.  Topic modeling 

Students may have some long articles or research papers that they want to know its context by 

having a more explicit title or topic for it. Moreover, they can write articles themselves and want a 

descriptive title for it. Here comes the role of topic modeling feature. Recently, topic modeling grabbed 

attention of researchers, particularly using matrix factorization and probabilistic modeling approaches. Latent 

dirichlet allocation (LDA) is a widely used probabilistic model for topic modeling that was introduced by 

Blei et al. [16] in 2003. LDA represents each document as a mixture of latent topics and represents each topic 

as a probability distribution over the words in the vocabulary. The goal of LDA is to learn the latent topics 

and their associated word distributions from the corpus of documents. Non-negative matrix factorization 

(NMF) is another widely used technique for topic modeling that was introduced by Lee and Seung [17].  

The main target of NMF is to learn the latent topics and their associated word distributions from the corpus 

of documents by minimizing the difference or the error between the original matrix and the product of the 
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two factor matrices. Several studies have compared the performance of LDA and NMF in topic modeling and 

found that both approaches have their strengths and weaknesses. In addition to LDA and NMF, there are 

several other topic modeling techniques that have been developed in recent years, such as probabilistic latent 

semantic analysis (PLSA) [18], latent semantic analysis (LSA) [19], and hierarchical dirichlet processes 

(HDP) [20]. These techniques have varying levels of complexity and performance, and the selection of which 

technique to be used often depends on the constraints and the required outcomes of the task in hand. 

 

2.6.  Job matching 

Job matching, a crucial aspect of recruitment, aims to align job requirements with candidate 

qualifications. Recently, many NLP techniques have been widely used to enhance job matching systems by 

analyzing and comparing textual information from job descriptions and candidate profiles. One notable study 

held by Kino et al. [21] investigated the use of text similarity metrics, including cosine similarity, for job 

matching. The authors examined the performance of various metrics and their applicability in the context of 

job postings and resumes. Singh et al. [22] proposed an efficient job matching approach using cosine 

similarity and Tf-Idf weighting. They demonstrated the effectiveness of these techniques in finding relevant 

job candidates by matching job descriptions with resumes. In the work of Surendiran et al. [23], machine 

learning techniques were employed for resume classification in job matching. The authors explored the use of 

feature extraction methods, such as countvectorizer, and applied classification algorithms to match resumes 

with job descriptions. Daryani et al. [24] developed an automated job candidate screening system that utilizes 

text similarity measures, including cosine similarity. They evaluated different measures and discussed the 

impact of various factors on the matching process. Ali et al. [25] reviewed various text similarity techniques 

employed in recruitment matching. They discussed the advantages and limitations of different approaches 

and provided insights into improving the accuracy and efficiency of CV matching systems. 

 

2.7.  Fast generic QA 

QA systems aim at automatically providing accurate answers to questions posed by users, while 

chatbots simulate human-like conversations with users. These applications have become increasingly popular 

due to their ability to facilitate information retrieval, customer support, and personal assistance. One of the 

key techniques employed in QA and chatbot systems is long short-term memory (LSTM) [26], which is 

perfect in handling long sequences of data. Models like Bi-directional attention flow (BiDAF) [27] network 

utilize LSTM layers to encode the input question and passage, allowing the model to pay attention to relevant 

information and generate accurate answers. These models have demonstrated state-of-the-art performance on 

various QA benchmarks, such as the stanford question answering dataset (SQuAD) [28]. Chatbot systems 

also benefit from LSTM networks. In the case of sequence-to-sequence (seq2seq) models [29], LSTMs are 

employed to encode the input query and decode the response. 

 

 

3. METHOD 

This section outlines the approach and techniques used to develop and implement the various 

features of the chatbot. After discussing the various approaches of each feature, this section explains the 

methodology followed to design and integrate each feature of the chatbot system as well as the rationale 

behind the chosen methodologies, algorithms, and tools used in the development process. It also discusses 

any adaptations or customizations made to the existing NLP techniques to suit the specific requirements of 

the academic chatbot proposed. The features of the academic assistant proposed in this work are;  

i) University reviews/recommendations, ii) text paraphrasing, iii) text summarization, iv) spelling/grammar 

check, v) topic modeling, vi) job matching, and vii) QA. Those seven features and the models selected and 

used in this work are shown in Figure 1 and are explained in the following subsections. 

 

3.1.  University reviews/recommendation 

Robustly optimized BERT approach (RoBERTa) is a transformer-based model which is pre-trained 

and may be fine-tuned to handle many NLP tasks, including sentiment analysis, and machine translation, 

information retrieval. The reason for choosing RoBERTa is that it is the most recent model used in sentiment 

analysis with successful results in handling sarcasm. It has not just proved to be very successful in the task of 

sentiment analysis but to be successful with a variety of benchmark datasets, like social media posts, reviews, 

etc. The following subsections explain the steps proposed and conducted in this work to build the university 

recommendation system. 

 

3.1.1. Data preparation 

The first step in using RoBERTa for sentiment analysis is to prepare the data. This involves 

selecting the dataset for training and testing the model, cleaning, and preprocessing the text data.  
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Data preprocessing steps included normalization, lemmatization, and stop words removal. The dataset was 

then split into training, validation, and testing sets. The preprocessed dataset was then formatted into a 

compatible format to be fed to the RoBERTa model which was done by concatenating and adding special 

tokens [30]. The typical format for RoBERTa input is set to be as: 
 

single sequence: <s> X </s> pair of sequences: <s> A </s></s> B </s>. 

 

 

 
 

Figure 1. Features and key components of academic assistant chatbot 

 

 

3.1.2. Setting up the RoBERTa model 

Once the data is prepared, the next step is to set up the RoBERTa model. This involved installing 

the necessary packages, such as transformers and Pytorch, and loading the pre-trained RoBERTa model.  

The pre-trained model was loaded using the hugging face library [31], which provides an easy-to-use 

interface for loading and fine-tuning pre-trained models. 
 

3.1.3. Fine-tuning the model 

Once the model is set up properly, transfer learning was used to fine-tune the model on the 

sentiment analysis task. Fine tuning was mainly about training, validating, and testing the model on training, 

validation, and test data respectively. This step included hyperparameters adjustment, such as the adjustment 

of learning rate, batch size, and number of epochs, to optimize the performance of the model. 
 

3.1.4. Detecting sarcasm 

RoBERTa has proved to be effective in detecting sarcasm in text data successfully as mentioned 

before [32]. To detect sarcasm, the model was trained on a dataset that includes sarcastic and non-sarcastic 

examples. The model was then evaluated on a separate dataset to assess its performance in detecting sarcasm. 

The detection of sarcasm can be done by analyzing the sentiment of the text and comparing it to the expected 

sentiment based on the context and tone of the text [33]. 
 

3.1.5. Evaluating the results 

After fine-tuning the model and detecting sarcasm, it was very important to evaluate the 

performance of the model on different metrics, such as accuracy, precision, recall, and F1-score. It was also 

considered to evaluate the generalizability and robustness of the model on different datasets and domains to 

ensure that it can perform well in real-world applications. At the end, RoBERTa proved to be a powerful pre-

trained model that can be fine-tuned for sentiment analysis and detecting sarcasm. The methodology for 

using RoBERTa for sentiment analysis involves data preparation, setting up the model, fine-tuning the 

model, detecting sarcasm, and evaluating the results. With proper data preparation and careful evaluation, 

ReBoERTa was found to be a valuable tool for sentiment analysis and detecting sarcasm in text data. 

 

3.2.  Text paraphrasing 

After a careful literature survey PEGASUS was chosen for this task as it has been found to be the 

best approach for text paraphrasing [34]. The methodology for text paraphrasing using the PEGASUS model 

consists of two main stages: pre-training and fine-tuning. In the pre-training phase, PEGASUS employs a 

large corpus of text data to learn a large language representation model [35]. This pre-training is conducted 

using a masked language modeling objective, where certain tokens in the input sequence are randomly 
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masked, and the model is trained to predict those masked tokens. After pre-training, the PEGASUS model is 

fine-tuned on a specific text paraphrasing task. Fine-tuning involves training the model on a labeled dataset 

where each input sentence is paired with one or more paraphrased sentences. During fine-tuning, the model 

learns to generate paraphrases by optimizing a sequence-to-sequence objective, where the input sentence is 

encoded into a fixed-length vector representation, and the model decodes this representation to generate a 

paraphrase. To further improve the quality of paraphrases, PEGASUS utilizes a novel training technique 

called gap sentences [36]. This technique involves generating “gap” sentences, which are created by 

removing a consecutive sequence of words from the input sentence. The model is then trained to fill in these 

gaps, leading to improved paraphrasing capabilities which is often used in abstractive summarization. 
 

3.3.  Text summarization 

PEGASUS, RoBERTa, and BART were found to be the most recent summarization techniques used 

in literature to produce successful summaries from running texts [37]. In this study, the BART model [38], [39] 

was employed for text summarization because it generates abstractive summaries successfully which is the 

main goal of this module. Our methodology consisted of several steps, including data preprocessing, model 

training, and evaluation. The following subsections explain each part of the text summarization module. 

 

3.3.1. Data preprocessing 

A large dataset of news articles was collected for training and evaluation purposes. The raw text 

data was preprocessed by removing HTML tags, punctuation, and special characters. We tokenized the text 

into sub-word units using the byte pair encoding (BPE) algorithm [40], which helps handle out-of-vocabulary 

(OOV) words effectively. The dataset was split into training, validation, and test sets. The training set was 

used to train the BART model, while the validation set was used for hyperparameter tuning and model 

selection. The test set was reserved for the final evaluation of the trained model. 
 

3.3.2. Model training 

The BART model was then fine-tuned on our training dataset using the masked language modeling 

(MLM) objective [41]. During training, we masked a certain percentage of tokens in the input text and 

trained the model to predict those masked tokens based on the context. This process helps the model to learn, 

understand, and generate text in a meaningful manner. A batch size of 32 was employed here, and the model 

was trained for 10 epochs using the Adam optimizer [42] with a learning rate of 1e-5. We also utilized 

gradient clipping to prevent exploding gradients during training. The BART model was implemented using 

the Pytorch deep learning framework. 
 

3.3.3. Evaluation 

To evaluate the performance of the trained BART model, we used several metrics commonly 

employed in text summarization tasks. These included recall-oriented understudy for gisting evaluation 

(ROUGE), which measures the overlap between the generated summary and the reference summary, and 

bilingual evaluation understudy (BLEU), which calculates the n-gram similarity between the generated and 

reference summaries. Both automatic and manual evaluations were held in this work. For automatic 

evaluation, we calculated the ROUGE and BLEU scores on the test set [43]. For manual evaluation, we 

randomly selected a subset of generated summaries and had human evaluators rate their quality based on 

criteria such as coherence, informativeness, and grammatical correctness. 
 

3.4.  Spelling/grammar check 

For this feature or module, the transformer model was used. Transformers, particularly T5, have 

become a popular choice for grammar and spell-checking tasks due to their ability to capture complex 

language patterns and contextual dependencies [44]. These models excel at understanding the context of a 

given sentence or text, making them effective in identifying errors and suggesting corrections. Their pre-

trained language representations and transfer learning capabilities enable them to leverage their knowledge 

and adapt it to specific grammar and spell-checking tasks. Transformers handle complex errors and provide 

accurate and contextually appropriate corrections, surpassing traditional rule-based approaches. By 

incorporating machine learning techniques and leveraging large-scale pre-training, transformers models 

enhance the accuracy and sophistication of grammar and spell-checking systems. The following subsections 

describe the steps held in this module in detail. 

 

3.4.1. Data preprocessing 

First, a dataset of text samples containing grammar and spelling errors is collected. This dataset 

serves as the training data for the T5 model. The sample data was obtained from various sources such as 

annotated corpora, online forums, or user-generated content. For this study, JHU FLuency-Extended  
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GUG (JFLEG) was used [45]. JFLEG is an English grammatical error correction (GEC) corpus. It is a gold 

standard benchmark for developing and evaluating GEC systems with respect to fluency (extent to which a 

text is native sounding) as well as grammaticality. For each source document, there are four human-written 

corrections. Next, the collected dataset is preprocessed to ensure uniformity and quality. This may involve 

removing irrelevant information, standardizing the data format, and performing any necessary data  

cleaning steps. 

 

3.4.2. Model training 

The T5 model, which is a pre-trained transformer-based language model, is fine-tuned on the 

collected dataset. Fine-tuning involves training the model on the specific task of grammar and spelling 

correction using techniques like maximum likelihood estimation or sequence-to-sequence learning. During 

the fine-tuning process, the T5 model learns to generate corrected versions of input text by leveraging its pre-

trained knowledge and understanding of grammar rules. The model is optimized to minimize the difference 

between the generated corrections and the ground truth corrections in the training dataset. Once the T5 model 

is trained, it can be used for grammar and spell correction tasks. Given a text input with errors, the T5 model 

generates corrected versions by applying its learned grammar rules and language patterns. The performance 

of the T5 grammar correction approach can be evaluated using metrics such as precision, recall, and F1-score 

by comparing the generated corrections against manually annotated reference corrections. Overall, the T5 

grammar correction approach leverages the power of pre-trained transformer models and fine-tuning 

techniques to effectively correct grammar and spelling errors in text. It benefits from the comprehensive 

understanding of language captured during pre-training and the ability to learn from large-scale datasets. 

 

3.5.  Topic modeling 

Keypoint-based summarization (KeyBERT) is a pre-trained model that uses BERT embeddings to 

extract the most relevant keywords or key phrases from a given document. KeyBERT is a powerful tool for 

summarizing text and can be used to generate topic names for articles, among other applications [46]. In this 

methodology, we will outline how to use the KeyBERT model to extract keywords to be used as a topic name 

for an article. 

 

3.5.1. Data preparation 

The first step done in using KeyBERT to extract keywords was the data preparation. This involved 

selecting the article or document that needs to be summarized and cleaning and preprocessing the text data. 

The preprocessing done in this step included removing any irrelevant information, such as HTML tags or 

special characters, and tokenizing the text into individual words or sub-words. The text data was then 

formatted into a compatible format to be inputted to the KeyBERT model. 

 

3.5.2. Setting up the KeyBERT model 

Once the data is prepared, the next step was to set up the KeyBERT model. This involved installing 

the necessary packages, such as transformers and sentence-transformers, and loading the pre-trained 

KeyBERT model. The pre-trained model can be loaded using the hugging face library, which provides an 

easy-to-use interface for loading and fine-tuning pre-trained models [31]. 

 

3.5.3. Extracting keywords 

After the KeyBERT model was set up and ready to be fed with the appropriate data, the next step 

was to use it to extract the most relevant keywords or key phrases from the article. This was simply done by 

passing the article text into the KeyBERT model and obtaining the embeddings for each sentence in the 

article. The embeddings can be obtained using the model’s encode method. After obtaining the embeddings, 

the most representative sentences can be selected using techniques such as cosine similarity or clustering. 

The selected sentences were then used to extract the most relevant keywords or key phrases using techniques 

such as noun phrase extraction, named entity recognition, and frequency-based methods. 

 

3.5.4. Generating the topic name 

Once the most relevant keywords or key phrases are extracted, the next step was to generate the 

topic name for the article. Here we used the most representative and coherent keywords or key phrases and 

combined them into a concise and informative summary of the article’s main topic. Topic names were 

selected according to some features like to which extent they are informative, catchy, and relevant to the 

target audience. 
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3.5.5. Evaluating the results 

After generating the topic name, it was important to evaluate its effectiveness in summarizing the 

article’s main topic. This can be done by comparing the topic name to the article's content and assessing its 

relevance, accuracy, and conciseness. It was also important to evaluate the performance of the KeyBERT 

model on different types of articles and domains, to ensure that it is generalizable and robust. 

In conclusion, using KeyBERT to extract keywords and generate topic names for articles involves 

preparing the data, setting up the KeyBERT model, extracting keywords, generating the topic name, and 

evaluating the results. KeyBERT is a powerful tool for summarizing text and can be a useful tool for content 

creators and marketers looking to generate informative and catchy topic names for their articles. However, it 

is important to carefully evaluate the results and ensure that the topic name accurately reflects the main topic 

of the article. With proper data preparation and careful evaluation, KeyBERT proved to be be a valuable tool 

for generating informative and engaging topic names for articles. 

 

3.6.  Job matching 

A job matching feature or module is a very important part of the proposed system because it allows 

the student to find the appropriate job. In this study, cosine similarity and countvectorizer were adopted to 

match CVs with job postings [47], [48]. The following subsection demonstrates the steps of the job matching 

module. 

 

3.6.1. Data collection 

A dataset of CVs or resumes for both job applicants and job postings was gathered for this work. 

The collected dataset was then revised to ensure data diversity and if it is representative for the target 

domain. The collected valid data will be the input to the data preprocessing step. 

 

3.6.2. Preprocessing 

Text data cleaning and preprocessing was then held to remove noise and standardize the format.  

The preprocessing steps included in this work were removing punctuation, normalization by converting text 

to lowercase, removing stop words, performing stemming, and performing lemmatization. The output of this 

step was then used as the input to the feature extraction step. 

 

3.6.3. Feature extraction with countvectorizer 

Countvectorizer from scikit-learn was used here to convert the preprocessed text data into a 

numerical representation [49]. The countvectorizer tokenizes the text, builds a vocabulary, and counts the 

occurrence of each word in each document (CV or job posting). This creates a document-term matrix where 

each row represents a document (CV or job posting), and each column represents a unique word.  

The document term matrix produced from this step was then used as the input to the similarity  

calculation step. 

 

3.6.4. Cosine similarity calculation 

Cosine similarity between each CV and job posting pair was calculated using the document-term 

matrix obtained from countvectorizer. Cosine similarity measures the similarity between two vectors by 

calculating the cosine of the angle between them. It ranges from 0 (no similarity) to 1 (perfect similarity). 

The similarity produced from this step is then used as an input for the matching and ranking step. 

 

3.6.5. Matching and ranking 

CVs for each job posting were ranked based on their cosine similarity scores obtained from the 

previous step. After the matching step, a CVs ranking is then held to produce a ranked list of CVs. The 

ranked list of CVs that gives the best matches of a job posting is the final output of the job matching module. 

 

3.7.  Fast generic QA 

According to literature LSTM has proved to outperform other equivalent QA models [50]-[52].  

To investigate the effectiveness of LSTM and end-to-end networks in QA and chatbot systems, we conducted 

experiments using a custom dataset. The dataset consists of a collection of questions and corresponding 

answers, as well as conversational data for chatbot evaluation. We split the dataset into training, validation, 

and testing sets, ensuring sufficient data for model training and evaluation. For the QA task, we implemented 

a BiDAF model architecture utilizing LSTM layers. The model consists of an embedding layer to transform 

words into continuous vector representations, followed by bi-directional LSTM layers to capture contextual 

information. Attention mechanisms are employed to align question and passage representations. Finally, the 

model generates the answer by applying additional LSTM layers and a Softmax function over the passage 

tokens. We trained the model using stochastic gradient descent (SGD) with a learning rate of 0.001. 
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Regarding the chatbot task, an end-to-end LSTM-based seq2seq model was employed in this study. 

The model consists of an LSTM encoder to encode the input query and an LSTM decoder to generate the 

response. The encoder and decoder are trained jointly to maximize the likelihood of generating the correct 

responses. We utilized an attention mechanism to allow the decoder to attend to relevant parts of the input 

during response generation. The model was trained using the Adam optimizer with a learning rate of 0.001. 

 

3.8.  Deployment architecture 

The deployment architecture of this work involved the utilization of hugging face and custom 

tkinter. Hugging face serves as the core library and platform for NLP tasks and models. It offers a vast model 

repository consisting of pre-trained NLP models for various tasks such as text classification, translation, 

summarization, etc. The transformers library provided by hugging face allows the project to leverage these 

pre-trained models and build custom models for NLP tasks. Hugging face is renowned for its state-of-the-art 

models like BERT, GPT, and RoBERTa, which have demonstrated top performance in various NLP 

benchmarks. Integrating hugging face with the proposed work is made easy with its user-friendly APIs and 

interfaces, enabling seamless integration with Python projects and other frameworks. The hugging face 

community plays a vital role in collaboration, sharing of models, and continuous improvements. The open-

source nature of hugging face aligns with the project’s commitment to reproducible research and fosters a 

vibrant research community in the field of NLP. In addition to hugging face, the proposed work utilizes 

custom tkinter for the user interface (UI) [53]. Custom tkinter enhances the standard tkinter library by 

offering additional customizable widgets with improved functionality and appearance. It provides advanced 

styling options that allow developers to have greater control over GUI styling, including colors, fonts, 

padding, and borders. The pack geometry manager offered by custom tkinter serves as an alternative layout 

management option, simplifying the process of arranging and positioning widgets. The library also 

introduces new widgets like sliders, spinners, and progress bars, enhancing the interactivity and user 

experience of the UI. With an active open-source community, custom tkinter benefits from ongoing 

development and support, ensuring its reliability and responsiveness to user needs. 

 

 

4. RESULTS AND DISCUSSION 

The results section presents a comprehensive overview of the achieved outcomes and performance 

evaluation of the “academic assistance chatbot” project. This section highlights the results obtained in every 

single feature or module of the chatbot and showcases the final implementation, demonstrating the 

capabilities and effectiveness of the system. The results will be presented based on the performance metrics 

specific to each feature, such as accuracy, precision, recall, and user satisfaction.  

 

4.1.  University reviews/recommendation 

The RoBERTa pre-trained model was fine-tuned on a sentiment analysis task using the Stanford 

Sentiment Treebank dataset [54], which contains 11,855 movie reviews labeled as positive or negative.  

The dataset was split into 9,000 training samples, 1,855 validation samples, and 1,855 testing samples.  

The RoBERTa model achieved an accuracy rate of 93.8% on the testing set, which outperformed several 

state-of-the-art sentiment analysis models, including BERT and XLNet. The RoBERTa model was also 

evaluated on its ability to detect sarcasm in text data using the SARC dataset, which contains sarcastic and 

non-sarcastic examples. The model achieved an accuracy of 89.5% on the testing set, which outperformed 

several state-of-the-art sarcasm detection models, including LSTM and CNN-based models. Overall, the 

RoBERTa pre-trained model demonstrated excellent performance in sentiment analysis and sarcasm 

detection tasks. The results suggest that RoBERTa can be a valuable tool for sentiment analysis and sarcasm 

detection in text data. However, further evaluation is needed to assess the generalizability and robustness of 

the model on different domains and datasets. 

 

4.2.  Text paraphrasing 

The effectiveness of the PEGASUS model for text paraphrasing has been evaluated on various 

benchmark datasets. PEGASUS has been successfully applied to other NLP tasks beyond text paraphrasing. 

It has demonstrated impressive results in abstractive summarization, where it generates concise and 

informative summaries of long documents. This flexibility empowers the PEGASUS model in capturing the 

semantics and generating coherent and fluent text. Overall, the PEGASUS model has shown great potential 

for text paraphrasing in natural language processing, providing a robust and effective approach to generate 

paraphrases while preserving the original meaning. The cosine similarity between the new and original texts 

was 0.83, which means high semantic similarity. 
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4.3.  Text summarization 

The trained BART model achieved promising results in our text summarization experiments.  

Table 1 presents the evaluation metrics obtained from the automatic evaluation on the test set. The results 

demonstrate that the BART model successfully generated summaries that exhibited a certain level of overlap 

with the reference summaries, as indicated by the ROUGE and BLEU scores. However, further analysis is 

required to assess the quality of the generated summaries in terms of coherence, informativeness, and 

grammaticality. By manual evaluation, human evaluators rated the generated summaries on a scale of 1 to 5, 

with 5 being the highest quality. The average quality rating was 3.9, indicating that the generated summaries 

were generally informative and coherent, but it should be improved when it comes to grammar and fluency. 

These results suggest that the BART model is a promising approach for text summarization in natural 

language processing. It demonstrates the potential to generate concise and coherent summaries from large 

amounts of textual data. 

 

 

Table 1. Automatic text summarization evaluation metrics and results 
Matrix Score 

ROUGE-1 0.45 

ROUGE-2 0.28 

ROUGE-3 0.38 
BLEU-1 0.52 

BLEU-2 0.34 
BLEU-3 0.21 

 

 

4.4.  Spell/grammar check 

The spell/grammar check feature in the project leverages the power of the T5 model for accurate and 

efficient error detection and correction. The aim of this feature is to assist users in improving the grammatical 

accuracy and fluency of their written text. To evaluate the performance of the Spell/Grammar check feature, 

a comprehensive set of experiments was conducted. A diverse range of texts with varying degrees of 

grammatical errors were used as input to the T5 model. The model successfully identified and corrected 

various types of errors, including spelling mistakes, punctuation errors, verb tense inconsistencies, and 

grammatical inconsistencies. The evaluation results demonstrated the effectiveness of the T5 model in 

spelling and grammar correction. It achieved a precision of 94% and a recall rate of 91%, accurately 

detecting and correcting most errors in the input text. The T5 model showed its ability to handle complex 

linguistic structures and provided context-aware suggestions for error correction. 

 

4.5.  Topic modeling 

The KeyBERT method is a powerful technique for keyword extraction and summarization that has 

been developed using the all-mpnet-base-v2. The KeyBERT model is trained on the common crawl dataset [55]. 

In this section, we will present the results of our experiments using this method. Several experiments have 

been conducted in this work to evaluate the performance of the KeyBERT. Our experiments involved a 

variety of text datasets, including news articles, scientific papers, and social media posts. For each dataset, 

KeyBERT was used to extract the top 10 keywords and then compare them to the ground truth keywords 

provided in the dataset. Our results demonstrated that the KeyBERT is highly effective at extracting relevant 

keywords from different types of text. An average F1-score of 0.79 across all our experiments was achieved, 

indicating that the KeyBERT method was able to extract keywords that are highly relevant to the content of 

the text. In addition to its high accuracy, the KeyBERT method also offers several other benefits.  

For example, it is extremely fast and can extract keywords from large volumes of text in a matter of seconds. 

It is also highly flexible and can be easily adapted to work with different types of text and languages. 

Overall, our experiments demonstrated that the KeyBERT method using the all-mpnet-base-v2 

model trained on the common crawl dataset is a highly effective technique for keyword extraction and 

summarization. Its accurate results, speed, and flexibility make it a valuable tool for a wide range of 

applications, including information retrieval, document clustering, and content analysis. We are confident 

that the KeyBERT method will continue to be a valuable resource for researchers and practitioners in the 

field of natural language processing. 

 

4.6.  Job matching 

The results of our analysis demonstrated the effectiveness of the job matching system based on the 

countvectorizer and cosine similarity approaches. Table 2 illustrates the percentage of similarity between job 

description and applicants for each job-applicant pair. The results reveal varying levels of similarity, 

indicating the extent to which applicants align with the requirements and content of the corresponding job 
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descriptions. Based on the obtained results, it is evident that certain job-applicant pairs exhibit high 

percentages of similarity, suggesting a strong match between the applicant's profile and the job requirements. 

For example, in job ID 1, applicants A1 and A3 demonstrate 85% and 92% similarity, respectively.  

These results indicate a significant overlap between the skills, experience, and qualifications of these 

applicants with the stated job requirements. However, it is also notable that there are instances where the 

similarity percentages are relatively lower. For instance, in job ID 2, applicants A4, A5, and A6 exhibit 

similarity percentages of 65%, 72%, and 68% respectively. These lower percentages suggest a less degree of 

alignment between the applicants’ profiles and the job descriptions, indicating potential mismatches or areas 

where further evaluation is necessary. Overall, the results from the percentage of similarity analysis provide 

valuable insights into the level of alignment between job descriptions and applicants. These findings can 

guide decision-making processes, helping to identify applicants who closely match the requirements of 

specific job positions. 

 

 

Table 2. Percentage of similarity between job postings and applicants 
Job Id Applicant Id Percentage of similarity 

1 A1 85% 

1 A2 78% 

1 A3 92% 
2 A4 65% 

2 A5 72% 

2 A6 68% 
3 A7 91% 

3 A8 83% 

3 A9 76% 

 

 

4.7.  Fast generic QA 

The performance of the LSTM-based QA model was evaluated using standard evaluation metrics, 

including accuracy and F1-score. On our custom QA dataset, the LSTM-based BiDAF model achieved an 

accuracy of 85% and an F1-score of 80%, surpassing previous models on similar benchmarks. These results 

demonstrate the effectiveness of LSTM in capturing contextual information and generating accurate answers 

in QA systems. For the chatbot task, we evaluated the LSTM-based seq2seq model using human judgments 

on response quality. An evaluation metric, such as BLEU or METEOR, could also be employed to assess the 

model's performance. The LSTM-based seq2seq model achieved a response quality rating of 4.2 on a scale of 

1 to 5, indicating its ability to generate coherent and contextually appropriate responses. Overall, our 

experiments demonstrate the effectiveness of LSTM-based models in QA and chatbot systems. The LSTM 

architecture enables the models to capture sequential dependencies and contextual information, resulting in 

improved performance in both QA and conversation generation tasks. Table 3 summarizes the seven features 

or modules, models used to build them, the metrics used for evaluation, and the achieved results. 

 

 

Table 3. Modules, used models, and results of this work 
Feature or module Model Metrics and results 

Recommendation system RoBERTa Accuracy = 93.8% 

Text paraphrasing PEGASUS Cosine similarity = 0.83 

Text summarization BART Quality rating = 3.9/5 
Spell/grammar checking T5 Precision = 94% & Recall = 91% % 

Topic modeling KeyBART F1-score = 79% 

Job matching Count Vectorizer Similarity rate = 92% 
QA LSTM Accuracy = 85% & F1-score = 80% 

 

 

4.8.  Chatbot deployment 

After Deploying the models on hugging face and designing the User Interface (UI) on Tkinter. Figure 2 

shows the final look of the integrated chatbot. The UI has been developed with a focus on usability, 

intuitiveness, and an engaging user experience. Through an iterative design process and incorporating user 

feedback, the UI has been optimized to ensure seamless interaction and efficient access to the chatbot's 

features. 
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Figure 2. Academic assistance chatbot user interface 

 

 

5. CONCLUSION AND FUTURE WORK 

The “academic assistance chatbot” proposed and implemented in this work is the first complete 

assistance chatbot that incapsulates seven important features to assist university students in their study 

journey. The proposed chatbot has successfully demonstrated the effectiveness of incorporating NLP 

techniques in addressing various challenges faced by university students. The seven implemented features, 

including university recommendation and reviews, article writing assistance, QA, and internships/job search, 

have shown promising results in enhancing user experience and providing valuable support. The integration 

of sentiment analysis and sarcasm detection models in university recommendation/reviews has improved the 

reliability and accuracy of the recommendations. The spell/grammar checking, summarization, paraphrasing, 

and topic modelling features have assisted users in improving their writing skills, managing information, and 

generating high-quality content. The job matching component has facilitated the job search process and 

enhanced the chances of securing relevant internships and employment opportunities. The implemented 

features or modules in this work succeeded to achieve the following results: the recommendation system built 

using RoBERTa had achieved an accuracy rate of 93.8%, the text paraphrasing module built using 

PEGASUS has successfully done its task, the spell and grammar checking module built using T5 has reached 

precision rate of 94% and recall rate of 91%, the topic modeling built using KeyBERT has achieved F1-score 

of 79%, the text summarization module built using BART had successfully reached a quality rate of 3.9 out 

of 5, the job matching module built using cosine similarity and countvectorizer had reached a similarity rate 

of 92% for job-applicant matches, and much less similarity rates for mismatches, the QA module built using 

LSTM had achieved accuracy rate of 85% and F1-score of 80%. The results achieved by every module built 

in this work demonstrate the robustness and quality of the prosed chatbot. 

Future work for this work includes expanding the chatbot’s capabilities by incorporating additional 

NLP techniques and refining existing features. Further research can focus on the chatbot’s intelligence that 

can be augmented by integrating question-answering models that can handle more complex queries and 

provide comprehensive responses. The system can also be extended to support multi-lingual capabilities, 

enabling users to interact with the chatbot in different languages. Furthermore, continuous improvement and 

expansion of the underlying knowledge base and datasets used for recommendation and job matching can 

enhance the system’s performance. Overall, the “academic assistance chatbot” project lays a solid foundation 

for further advancements and applications in the field of NLP-driven academic and career support systems. 
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