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 In the pursuit of fortified security measures, the convergence of multimodal 

biometric authentication and ensemble learning techniques have emerged as 

a pivotal domain of research. This study explores the integration of 

multimodal biometric authentication and ensemble learning techniques to 

enhance security. Focusing on lip movement and electrocardiogram (ECG) 

data, the research combines their distinct characteristics for advanced 

authentication. Ensemble learning merges diverse models, achieving 

increased accuracy and resilience in multimodal fusion. Harmonizing lip and 

ECG modalities establishes a robust authentication system, countering 

vulnerabilities in unimodal methods. This approach leverages ECG's 

robustness against spoofing attacks and lip's fine-grained behavioral cues for 

comprehensive authentication. Ensemble learning techniques, from majority 

voting to advanced methods, harness the strengths of individual models, 

improving accuracy, reliability, and generalization. Moreover, ensemble 

learning detects anomalies, enhancing security. The study incorporates ECG 

signal filtering and lip region extraction as preprocessing, uses wavelet 

transform for ECG features, SIFT for lip image features, and employs grey-

wolf optimization for feature selection. Ultimately, a voting-based ensemble 

classifier is applied for classification, showcasing the potential of this 

integrated approach in fortified security measures. 
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1. INTRODUCTION 

The escalating need for heightened security measures has sparked an unparalleled surge in the 

exploration of automated personal authentication methods rooted in biometrics. Biometrics encompasses the 

array of technologies harnessing physiological or behavioral attributes to validate an individual's identity. 

However, unimodal systems relying solely on a single data source for identification often encounter 

constraints such as insufficient distinctiveness, limited universality, and susceptibility to data noise.  

As a consequence, these systems may fall short of meeting the performance benchmarks expected in practical 

scenarios. Essentially, the process of confirming and validating a user's identity can be accomplished through 

three primary methods: knowledge-based (requiring something the user knows), possession-based (involving 

something the user possesses), and biometric-based (utilizing something inherent to the user's physiology or 

behaviour). While the initial two methods are commonly integrated into numerous IT systems, they 

encounter established difficulties. During last decade, the biometrics has transformed into an immensely 

popular research domain. In its most basic interpretation, biometrics involves quantifying the physical and 

behavioral attributes of an individual [1]. This process facilitates the identification and authentication of  
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a person by utilizing the verifiable and recognizable biometric information. This is achieved by 

encompassing physiological attributes which includes traits like facial features, fingerprints, iris patterns, and 

vocal characteristics [2]. These biometric markers encompass distinct and quantifiable attributes employed 

for the categorization and delineation of individuals [3]. Behavioral biometrics serve to ascertain human 

identity based on their singular interactions with technology and devices. These biometric systems are used in 

wide range of real-time applications such as banks, hospitals, and working places. Due to excessive demand 

of these systems, the worldwide biometric market is projected to expand from 10.60 billion USD in 2016 to 

an anticipated 41.39 billion USD by 2025, reflecting a compound annual growth rate of 17.06% between 

2017 and 2025 [3]. 

Currently, the biometric systems have gained enormous attention from research, and academia 

industry due to its safety and convenience. The biometric systems accomplish the authentication tasks in 

several phases such as initially user enrols required biometric information, this information is obtained and 

managed by the administrator module which formulates a template of information. Finally, the new 

information is compared with the enrolled template to verify the authenticity of user. Zulfiqar et al. [4] used 

face data as main entity for authentication, in [5] authors used fingerprint based authentication system, in [6] 

authors introduced face recognition based authentication system. Similarly, several works have been 

developed such as iris-retina recognition [7] and voice recognition system [8]. Relying solely on a single 

biometric factor can lead to a decrease in the accuracy of the authentication system. This is primarily 

attributed to issues such as inadequate data quality, instances of identities overlapping, and constraints in 

resources when attempting to establish a distinct identification for each individual. In order to overcome the 

issues researchers have introduced multi-modal authentication system where combination of two or more 

modalities are used to extract the features to improve the reliability of authentication. Zhang et al. [9] 

developed a biometric system with Face and Voice data. El_Tokhy [10] used fingerprint, iris and voice 

features fusion to enhance the accuracy. However, these modalities are used widely in various researches and 

generating a linear performance. Currently, electrocardiogram (ECG) has gained attention in various 

biomedical systems and authentication systems [11]. The ECG signal constitutes an electrical manifestation 

originating from the heart's activity. Its measurement is non-intrusively achievable through sensors affixed to 

the human chest [12]. Recently, it has garnered attention as an authentication tool, as it aligns closely with 

the majority of biometric criteria. A key attribute of ECG-based authentication is its capacity to ascertain 

aliveness, setting it apart from other authentication methods like fingerprints and passwords, which can solely 

be employed by living individuals. Moreover, ECG authentication offers inclusivity by accommodating a 

broader demographic, encompassing amputees and individuals with disabilities who might be unable to 

furnish conventional biometric markers such as fingerprints, palm prints, or iris scans. 

Similarly, Lip is also considered as another modality to extract the features for authentication.  

Cruz et al. [13] used combined Lip based biometric with Viola Jones and appearance based model  

(AAM) system. Wright and Stewart [14] presented visual lip-based biometric authentication system. 

Farrukh et al. [15] used deep learning based methods for lop print identification. Similarly, Vasavi and 

Abirami [16] also deep learning based UNet architecture to recognize the lip patterns. These studies shows 

that the lip based biometric systems can be beneficial for real-time applications. However, achieving 

accuracy in real-time scenarios is a challenging task. Therefore, in this work we focus on development of a 

novel multimodal authentication system by using ECG and Lip attributes. The main contributions of this 

work are as follows: 

− We incorporate ECG filtering scheme to handle various types of noises and apply feature extraction approach. 

− We apply data augmentation mechanism on Lip images and apply a robust feature extraction mechanism. 

− The obtained features are further processed through the feature selection phase where we reduce the 

feature dimensionality to minimize the computational complexity. 

− The obtained features are fused together through the feature fusion scheme and employ a majority voting 

based ensemble classifier to obtain the robust accuracy. 

Rest of the manuscript is organized as follows: section 2 describes the brief literature review about 

existing multimodal authentication systems. Section 3 presents proposed ensemble machine learning based 

authentication system. Section 4 presents the comparative analysis of proposed approach and finally, section 5 

presents the concluding remarks and future scope of this approach.  

 

 

2. LITERATURE SURVEY 

This section presents the brief overview of existing biometric based authentication system. Current 

advancements have reported that the multimodal biometric authentication system can be beneficial.  

Prabu et al. [17] focused on development of multimodal biometric authentication system by using hybrid 

feature fusion technique. These features are obtained from Hand geometry and iris images where local binary 
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patterns and scale invariant fourier transform (SIFT) based feature extraction methods are employed. Finally, 

neural networks and bayes networks classifiers are applied for classification. Ahamed et al. [18] authors 

developed biometric system for personalized healthcare systems by using electrocardiogram (ECG) and PPG 

(Photoplethysmography) signals. This approach uses time domain and combined time-frequency domain 

feature extraction which includes autoregressive coefficient, Shannon entropy and wavelet packet transform 

techniques. The obtained features are then trained by using CNN-LSTM classifier. Itani et al. [19] reported 

that face based biometric system face difficulty when person is wearing mask, similarly, fingerprint based 

authentication fail when user hands are wet. To tackle this problem, authors introduced ear authentication 

system. Similar to this Purohit et al. [20] used palm, fingerprint, and ear based multimodal authentication 

system. This approach uses texture and shape feature extraction process by using Gabor feature for palm 

images, HMSB operator for fingerprint and HMSB and MRG for ear. Later, oppositional gray wolf 

optimization scheme is applied for efficient feature selection and finally, multi-kernel SVM classifier is used 

for recognition. Similar to [19], Cherifiet et al. [21] developed ear and arm gesture based multimodal 

authentication system.  

For ear data, this method uses local phase quantization (LPQ) as feature extraction process whereas 

arm gesture features are extracted by using statistical features. Further, a weighted score fusion method is 

used to generate the feature vector for classification. Chanukya Thivakaran. [22] developed an authentication 

system by using fingerprint and ear. This process is comprised of pre-processing, feature extraction and 

classification. The preprocessing stage employs a median filter to facilitate image cropping, aiding in the 

selection of the desired position. Subsequently, texture and shape features are extracted from the 

preprocessed fingerprint and ear images. Ultimately, these extracted features are combined, leading to the 

integration of features. This integrated feature set is effectively classified using an optimal neural network 

(ONN). Notably, the weights of the neural network are chosen optimally through the application of the firefly 

algorithm (FF). Krishna et al. [23] used EEG and Eye tracking method for multimodal biometrics.  

Ganapathi et al. [24] reported that the ear's performance often surpasses or matches that of other biometric 

characteristics.  

Nevertheless, recognition accuracy for 2D ear images diminishes due to posture, lighting, and scale 

variations. To address these issues, we suggest amalgamating 3D and 2D ear images. A keypoint detector and 

descriptor are constructed, leveraging a covariance matrix from texture and geometry data. The descriptor's 

feature vector aptly characterizes keypoints and is employed to identify the closest keypoints between  

a probe and gallery. This step facilitates subsequent registration. The resultant registration error serves as the 

matching score. Abozaid et al. [25] presented a proficient approach for human authentication is established 

through the fusion of face and voice recognition modalities, resulting in an effective multimodal biometric 

identification system. Voice recognition features are obtained via cepstral coefficients and statistical 

coefficients, and the subsequent comparison of these coefficients takes place. In parallel, facial recognition 

features are extracted using two distinct techniques: Eigenface and principal component analysis (PCA), 

followed by a comparative analysis of the outcomes. The identification process for both voice and face 

modalities is executed through three distinct classifiers: gaussian mixture model (GMM), artificial neural 

network (ANN), and support vector machine (SVM). Hammad and wang [26] introduced a robust 

multimodal biometric system by combining electrocardiogram (ECG) and fingerprint data through a 

convolutional neural network (CNN) framework. CNNs are utilized for feature extraction from each 

modality, resulting in the generation of biometric templates derived from these features. During the 

authentication phase, an innovative Q-Gaussian multi support vector machine (QG-MSVM) classifier is put 

forth to enhance the overall authentication performance. 

 

 

3. PROPOSED METHOD 

This section presents the proposed model for multimodal authentication system by using ECG and 

Lip data. The proposed approach comprised of following phases: pre-processing, feature extraction, feature 

fusion, feature selection, and ensemble classification. 

- Pre-processing: This phase is performed for both modalities where for ECG, we employ filtering scheme 

because during signal acquisition these signals gets contaminated due to unwanted noises which may 

impact the quality of extracted features. On the other side, face image is taken as input and pre-processing 

phase considers the extraction of only lip image as lip segmentation. 

- Feature extraction: In this stage we consider filtered ECG signal and segmented lip image for extracting 

the robust features. In this work, we consider several different types of features such as temporal features, 

morphological features, statistical features, frequency domain features, and heart rate variabilityfeatures. 

- Feature Fusion and selection: Once the feature extraction phase is completed, we focus on fusing the 

extracted features and fuse them to formulate the feature vector. However, this feature vector may consist 
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of some redundancy therefore, we apply feature selection scheme to select the most significant attributes. 

Thus, the final feature vector is generated 

- Ensemble classification: This process includes random forest, decision tree and neural network classifiers 

and employs the majority voting mechanism to obtain the final classification result. Figure 1 depicts the 

complete process of proposed approach where ECG and face data are given as input to the model which 

are process through various stages as mentioned before to obtain the final classification. 

 

 

 
 

Figure 1. ECG and Lip based multimodal authentication system 

 

 

3.1.  Pre-processing  

As discussed in Figure 1, the ECG signals gets contaminated during acquisition therefore applying 

filtering and removing the noise is considered as essential step. In this work we consider recursive least 

square (RLS) approach as base approach and introduced Adaptive recursive least square (RLS) which is 

obtained by modifying the notch filters based on least mean squares approach. This approach is implemented 

in following stages: 

- Step 1: by analysing the ECG signal, we extract the time-varying frequency information of cardiac 

artifacts from the signal and this can be modelled as periodic signal. The frequency and phase of signal 

can be obtained by identifying the R peaks and sampling rate. 

 

𝑓𝑖 = 

{
 
 

 
 

𝐹𝑠

𝑛2−𝑛1
, 𝑛 ≤ 𝑛1

𝐹𝑠

𝑛𝑖+1−𝑛𝑖
, 𝑛𝑖 < 𝑛 ≤ 𝑛𝑖+1

𝐹𝑠

𝑛𝑚−𝑛𝑚−1
, 𝑛 > 𝑛𝑚

 And 𝜙(𝑛) =

{
 
 

 
 

2𝜋(𝑛−𝑛1)

𝑛2−𝑛1
, 𝑛 ≤ 𝑛1

2𝜋(𝑛−𝑛𝑖)

𝑛𝑖+1−𝑛𝑖
, 𝑛𝑖 < 𝑛 ≤ 𝑛𝑖+1

2𝜋(𝑛−𝑛𝑚)

𝑛𝑚−𝑛𝑚−1
, 𝑛 > 𝑛𝑚

 (1) 

 

Where 𝑓 and 𝜙 denotes the frequency and phase of ECG signal, and 𝑚 denotes the total number of 𝑅 peaks 

- Step 2: based on the time-varying information, we generate the reference signal 𝑠𝑟𝑒𝑓(𝑛) for 𝑁 harmonics 

expressed as: 

 

𝑠𝑟𝑒𝑓(𝑛) = [
𝑠1(𝑛)

𝑠𝑄(𝑛)
] 

𝑠1(𝑛) = [cos(𝜙(𝑛)), cos(2𝜙(𝑛)) , … , cos(𝑁𝜙(𝑛))]
𝑇

 

𝑠𝑄(𝑛) = [sin(𝜙(𝑛)), sin(2𝜙(𝑛)) , … , sin(𝑁𝜙(𝑛))]
𝑇
 (2) 

 

Where 𝑁 denotes the considered harmonics, (. )𝑇 is the transpose of matrix, 𝑠1 is in-phase and 𝑠𝑄 is the 

quadrature phase. 

- Step 3: the ECG artifacts can be expressed as: 

 

�̂�𝐸𝐶𝐺 = 𝑤(𝑛)
𝑇𝑠𝑟𝑒𝑓(𝑛) = 𝑎(𝑛)𝑇𝑠1(𝑛) + 𝑏(𝑛)

𝑇𝑠𝑄(𝑛)  

          = ∑ 𝑎𝑘(𝑛) cos(𝑘𝜙(𝑛)) + 𝑏𝑘(𝑛) sin(𝑘𝜙(𝑛))
𝑁
𝑘=1   
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- Step 4: during the RR interval the ECG artifact can be expressed by using Fourier transform in 

trigonometricform using harmonics of time-varying in-phase and quadrature coefficients. These 

coefficients can be used for to track the changes in waveform. Then the clean ECG can be obtained by 

subtracting the artifacts from original signal and employ RLS to update the filter coefficients. This can be 

expressed as: 

 

�̂�𝐸𝐸𝐺(𝑛) = 𝑠𝐸𝐸𝐺(𝑛) − �̂�𝐸𝐸𝐺  

 

On the other hand, we apply lip extraction mechanism to extract the lip region and employ feature 

extraction process as mentioned in next section. In this work, we have used python Dlib library for facial 

landmark detection [27]. In Figure 2 depicts the representation of facial landmark analysis where Figure 2(a) 

depicts the facial landmarks superimposed on facial image and Figure 2(b) depicts the only facial landmark 

points. 

 

 

 
(a) 

 
(b) 

 

Figure 2. Sample outcome of facial landmark detection (a) facial landmark and (b) only landmark 

 

 

3.2.  Feature extraction 

This section presents the feature extraction process for ECG and lip data. First of all, we present the 

feature extraction process for ECG signals. First of all, we apply Pan-Tompkins approach for ECG peak 

detection which can be used as basic features of these signals. Below given Figure 3 depicts the outcome of 

peak detection. 

 

 

 
 

Figure 3. ECG peak detection 

 

 

Further, we apply wavelet transform based approach for feature extraction. The wavelet transform 

approach is employed to extract the coefficient of transform of each segment. The wavelet transform of  

a signal 𝑓(𝑥) is expressed as: 

 

𝑊𝑠𝑓(𝑥) = 𝑓(𝑥) ∗ 𝜓𝑠(𝑥) =
1

𝑠
∫ 𝑓(𝑡)𝜓 (

𝑥−𝑡

𝑠
) 𝑑𝑡

+ ∞

−∞
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where 𝑠 represents the scale factor, 𝜓𝑠(𝑥) =
1

𝑠
𝜓(

𝑥

𝑠
) represents the dilation of wavelet. Let 𝑠 = 2𝑗  then this 

wavelet is represented as dyadic wavelet transform. This can be expressed with the help of Mallat algorithm 

as: 

 

𝑆2, 𝑓(𝑛) = ∑ ℎ𝑘𝑆2𝑗−1𝑓(𝑛 − 2
𝑗𝑘)𝑘∈𝑍  𝑊2, 𝑓(𝑛) = ∑ 𝑔𝑘𝑆2𝑗−1𝑓(𝑛 − 2

𝑗𝑘)𝑘∈𝑍   

 

where 𝑆2 represents the smoothing operator, 𝑆2, 𝑓(𝑛) is the low frequency coefficient which denotes the 

approximation of original signal, 𝜔2 , 𝑓(𝑛) represents the high frequency coefficients. It is established that 

the wavelet transform (WT) is more suitable for examining signals that change over time, and the discrete 

wavelet transform adapts to the time-frequency characteristics of a given pattern. Through a multi-resolution 

approach, it becomes feasible to succinctly represent signal structures using only a handful of coefficients in 

the wavelet domain. The selection of the appropriate wavelet function and the determination of the number of 

decomposition levels are crucial factors when employing the WT for signal analysis. The choice of 

decomposition levels relies on the dominant frequency components present in the signal. These levels are 

decided in a manner that preserves signal portions closely associated with the frequencies necessary for 

signal classification within the wavelet coefficients. 

On the hand, we apply SIFT feature extraction on lip images. The process of SIFT feature extraction 

is descried as follows: 

- Scale-Space Representation: SIFT constructs a scale-space pyramid by repeatedly convolving the original 

image with Gaussian kernels at different scales. Mathematically, this can be represented as: 

 

𝐿(𝑥, 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑥, 𝑦)  

 

where𝐿(𝑥, 𝑦, 𝜎) is the scale-space image at scale 𝜎, 𝐺(𝑥, 𝑦, 𝜎) is the Gaussian kernel, and 𝐼(𝑥, 𝑦) is the 

original image. 

The difference-of-Gaussian (DoG) images are obtained by subtracting adjacent scales from the scale-

space pyramid: 
 

𝐷(𝑥, 𝑦, 𝜎) = 𝐿(𝑥, 𝑦, 𝑘𝜎) − 𝐿(𝑥, 𝑦, 𝜎)  
 

- Keypoint Detection: SIFT detects potential keypoints as local extrema in the DoGimages across scales 

and image locations. This involves comparing a pixel's value with its 26 neighbors in the current and 

adjacent scales. 

- Orientation Assignment: For each key-point, SIFT computes a dominant orientation to achieve rotation 

invariance. This is done by calculating gradient magnitudes and orientations in a circular neighborhood 

around the key-point. A histogram of gradient orientations is created, and the peak(s) indicate the 

dominant orientation(s). 

- Descriptor Computation: The region around the keypoint is divided into smaller subregions (e.g., 4x4 or 

8x8 grids). For each subregion, a histogram of gradient orientations is generated. These histograms are 

concatenated to form the final SIFT descriptor vector. The descriptor calculation involves the following 

steps for each sub-region: 

Calculate gradient magnitudes (𝑀) and orientations (𝜃) for the pixels within the subregion. 

Distribute the gradient orientations into orientation bins in the histogram. Weight the histogram entries by the 

gradient magnitudes to account for gradient strength. 

The resulting concatenated histogram forms the SIFT descriptor for that keypoint. Further, we estimate 

Statistical feature for lip images. Table 1 shows the mathematical expression to estimate feature value. 

 

 

Table 1. Mathematical expression to estimate feature value 
Feature Expression 

Skewness 𝐸(𝑥 − 𝜇)3

𝜎3
 

Perimeter 𝑏𝑤𝑝𝑒𝑟𝑖𝑚(𝐵𝑊) 

Eccentricity 
𝑒 = (

1 − 𝑏2

𝑎2
) .
1

2
 

Standard Deviation 

𝑆𝐷 = √
1

𝑁 − 1
∑|𝐴𝑖 − 𝜇|2
𝑁

𝑖=1
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Finally, the obtained features are combined together to generate the fused vector. This is done by 

applying concatenating rule. In next phase, we apply grey wolf-based optimization scheme for feature 

selection. The feature selection is adapted. 

 

3.3.  Ensemble classification  

The obtained features are further processed through the traditional machine learning classification 

models which include support vector machine, decision Tree and neural network. In order to obtain the final 

classification decision, we employ majority voting mechanism. Majority voting is a simple and effective 

classification technique used in ensemble learning, where multiple classifiers (or models) are combined to 

make a final decision. The mathematical model for majority voting classification can be described as follows: 

Let us consider that we have total 𝑁 number of classifiers used for classification, denoted as 𝐶1, 𝐶2, … 𝐶𝑁. 

Each classifier is trained on the same attributes obtained by fusing the handcrafted and deep learning 

features. Moreover, each classifier is capable to classify the patterns in 𝐾 different classes. For any given 

input sample 𝑋, the majority voting classification can be employed as follows: 

− Obtain the individual predictions from each classifier for the input sample 𝑋 and their corresponding 

predicted class labels are denoted as 𝑃1, 𝑃2, … , 𝑃𝑁 from the class 𝐶1, 𝐶2, … 𝐶𝑁, respectively. 

− Count the occurrences of each class label in the set {𝑃1, 𝑃2, . . 𝑃𝑁}. 
− Determine the class label with the highest frequency (i.e., the majority class). If there is a tie, a predefined 

tie-breaking rule may be used (e.g., select the class with the lowest index). 

− Assign the majority class label as the final classification output for the input sample 𝑋. It can be 

expressed as follows: 𝐹𝑖𝑛𝑎𝑙 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 = argmax
𝑘
∑ 1(𝑃𝑖 = 𝑘)
𝑁
𝑖=1 . 

 

 

4. RESULTS AND DISCUSSION 

This section describes the outcome of proposed approach for a hybrid biometric authentication by 

considering ECG and Lip as the main entities for extracting the biometric information. The obtained 

performance is compared with other supervised classification schemes. The results are tabulated and 

analysed. 

 

4.1.  Dataset details 

In order to construct the dataset, we have collected ECG and face images for 10 users. For each user 

20 ECG signals. Generally, ECG signals get contaminated during acquisition, therefore filtering is essential 

for these signals. In this work, we have considered white noise, color noise, motion artifacts, electrode 

artifacts and baseline wander. Similarly, 20 face images are captured for each user. We have not considered 

occlusion scenarios because here main aim is to extract the lip region which is obtained by considering the 

face landmark detection by using “dlib” python library. However, we have employed data augmentation 

scheme to generate diverse dataset of same user. The augmentation helps to obtain robust features. Below 

given Figure 4 depicts the sample ECG signal where x-axis represents the “Time” and y-axis represents the 

“Amplitude”, and Figure 5 demonstrates noise added signal (in first column) and their corresponding filtered 

signal (in second column). The noisy signals are depicted in Figure 5(a) white noise, Figure 5(b) color noise, 

Figure 5(c) motion artifact, Figure 5(d) electrode artifact, and Figure 5(e) baseline wander. 

 

 

 
 

Figure 4. Sample ECG signal for input 
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(a) 
 

  
(b) 

 

  
(c) 

 

  
(d) 

 

  
(e) 

 

Figure 5. Noise added ECG signal and filtered signals for biometric authentication; (a) white noise, 

(b) color noise, (c) motion artifact, (d) electrode artifact, and (e) baseline wander 
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Similarly, we have considered face images and extracted the lip region by facial landmark detection. 

In Figure 6 depicts the face image, corresponding extracted lip and augmented images. The landmark 

detection process helps to obtain the coordinates of lip region which is cropped and augmented by applying 

image flipping horizontal and vertically. 

 
 

 
 

Figure 6. Face image, corresponding facial landmarks and augmentation 
 

 

4.2.  Performance measurement parameters 

The performance of proposed approach is measured based on confusion matrix calculation.  

The confusion matrix generated with the help of true positive, false positive, false negative, and true 

negative. In Table 2 shows a sample representation of confusion matrix. 

Based on this confusion matrix, we measure several statistical performance parameters such as 

accuracy, precision, F1-score by using proposed approach. Accuracy is the measurement of correct instance 

classification out of total number instances. The accuracy is measured as follows: 

 

𝐴𝑐𝑐 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (3) 

 

then, we compute precision of the proposed approach. It is computed by taking the ratio of true positive and 

(true and false) positives. 

 

𝑃 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (4) 

 

Finally, we compute the F-measure based on the sensitivity and precision values, which is expressed as (5). 

 

𝐹 =  
2∗𝑃∗𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃+𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 (5) 

 

4.3.  Comparative analysis  

Based on these performance measurement parameters, we measure the performance of proposed 

approach and compared the obtained performance with other supervised classification schemes. Confusion 

matrix generated by different algorithm solution as shown in Figure 7. Figures 7(a)-7(d) shows the confusion 

matrix obtained by applying support vector machine, neural network, decision tree, random forest and 

proposed ensemble classifier. The tabulated results can be compared.  

 

 

Table 2. Confusion matrix classes 

Actual class 
Predicted class 

Authentic Authentic 

Authentic True Positive True Positive 

Imposter False Positive False Positive 
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(a) (b) 

  

  
(c) (d) 

 

Figure 7. Confusion matrix generated by different algorithm solution; (a) SVM, (b) neural network, 

(c) random forest, and (d) decision tree 

 

 

Based on these confusion matrices, we measure the performance of SVM and neural network as 

depicted in Table 3. This analysis is done by identifying the authentic and imposter classes by employing NN 

and SVM. Similarly, we measure the performant of random forest and decision tree classifier. Below given 

Table 4 shows the outcome of these two classifiers. Finally, proposed ensemble classifier is applied. Below given 

figure demonstrates the obtained confusion matrix. Based on this confusion matrix, we measure other performance 

measurement parameters as presented in Table 5. Figure 8 shows the confusion matrix. 

 

 

Table 3. Results generated by SVM and neural network algorithm 
 SVM Neural network 

Parameter Authentic  Imposter class  Average Authentic  Imposter class  Average 

Accuracy 0.65 0.65 0.65 0.70 0.70 0.70 

F1-score 0.63 0.66 0.65 0.68 0.714 0.70 

Precision  0.54 0.77 0.65 0.65 0.75 0.70 
Recall 0.75 0.58 0.65 0.72 0.68 0.70 

Sensitivity  0.75 0.58 0.65 0.72 0.68 0.70 

Specificity  0.58 0.75 0.65 0.68 0.72 0.70 

True negative rate 0.58 0.75 0.65 0.68 0.72 0.70 

True positive rate 0.75 0.58 0.65 0.72 0.68 0.70 

False negative rate 0.25 0.416 0.35 0.27 0.31 0..3 

False positive rate 0.416 0.25 0.35 0.31 0.27 0.3 

 

 

Table 4. Results generated by random forest and decision tree algorithm 
 Random forest Decision tree  

Parameter Authentic  Imposter class  Average Authentic  Imposter class  Average 

Accuracy 0.77 0.77 0.775 0.825 0.825 0.825 

F1-score 0.75 0.79 0.775 0.8205 0.8292 0.825 

Precision  0.70 0.85 0.775 0.761 0.894 0.825 
Recall 0.8235 0.739 0.775 0.888 0.7727 0.825 

Sensitivity  0.823 0.739 0.775 0.888 0.7727 0.825 

Specificity  0.739 0.823 0.775 0.7727 0.888 0.825 

True negative rate 0.7391 0.8235 0.775 0.7727 0.888 0.825 

True positive rate 0.8235 0.7391 0.775 0.888 0.727 0.825 

False negative rate 0.176 0. 2608 0.225 0.111 0.227 0.175 

False positive rate 0.260 0.1764 0.225 0.227 0.111 0.175 
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Figure 8. Obtained confusion matrix 

 

 

Table 5. Results generated by proposed mechanism 
 Proposed ensemble classifier 

Parameter Authentic Imposter Average 

Accuracy 0.95 0.95 0.95 

F1-score 0.947 0.952 0.95 
Precision 0.947 0.9523 0.95 

Recall 0.947 0.952 0.95 

Sensitivity 0.947 0.952 0.95 
Specificity 0.952 0.9473 0.95 

True negative rate 0.952 0.9473 0.95 

True positive rate 0.947 0.9523 0.95 
False negative rate 0.052 0.047 0.05 

False positive rate 0.0476 0.052 0.05 

 

 

5. CONCLUSION 

In the realm of biometric authentication, the fusion of multiple modalities has emerged as a 

powerful strategy to address the limitations of single-modal systems. Lip and ECG data, representing distinct 

physiological and behavioural characteristics, offer complementary information that can significantly 

enhance the accuracy and security of authentication processes. The ensemble learning paradigm, which 

amalgamates the outputs of multiple models, further elevates the authentication performance by mitigating 

individual model weaknesses and biases. The integration of lip and ECG modalities into an ensemble 

learning framework is a noteworthy advancement in the field. Lips, being a visually distinctive feature, can 

capture unique behavioral traits. On the other hand, ECG data captures the electrical activity of the heart, 

providing a physiological dimension that is both difficult to replicate and less prone to external influence. 

Moreover, ensemble classification approach helps to obtain the better accuracy when compared with the 

other traditional machine learning algorithms. 
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