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 Human memory and ChatGPT both rely on associations and patterns to 

generate contextually relevant responses. We explore how they work in 

tandem. Both use associations to activate related information when 
prompted. Memory forms generic representations that become precise with 

added details, similar to ChatGPT's responses with specific prompts. 

Activation Through Cues: Memory and ChatGPT recall based on cues or 

prompts, influenced by input. Level of Detail: Memory constructs mental 
images based on information, just as ChatGPT responds to input details. 

Dynamic Nature: Both adapt to memorize repeated segments with diverse 

continuations. By understanding the dynamics of memory and its parallels 

with ChatGPT's response generation, researchers can further enhance the 

model's capabilities. Fine-tuning the model's ability to activate relevant 

information, generate specific responses, and adapt to varying levels of 

detail and specificity in the input can contribute to its overall performance 

and relevance in various language tasks. 
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1. INTRODUCTION 

The interplay between human memory and artificial intelligence, particularly in language models 

like ChatGPT, presents a fascinating domain for exploration. This work is motivated by the everyday 

phenomenon of conversational transitions, exemplified by the phrase "speaking of," which serves as a verbal 

cue to connect related topics in human discourse. Such transitions reveal the associative nature of human 

memory and its similarity to the pattern recognition capabilities of AI systems. The relevance of this analogy 

lies in the foundational role that associative memory plays in both human cognition and AI algorithms. While 

considerable work has been done to model aspects of human memory within AI systems, gaps remain in fully 

capturing its dynamic and context-sensitive nature. Previous studies have explored various facets of this 

relationship, yet a comprehensive examination of how AI, particularly language models like ChatGPT, can 

mirror the complex mechanisms of human memory remains an area ripe for further investigation [1]. 

However, it's not necessary for the subject, object, or event mentioned after "speaking of" to still be 

actively remembered or fresh in the memory at that moment. The phrase is used more as a rhetorical device 

or conversational technique to create a link between different ideas or to draw attention to a related topic. In 

some cases, the speaker may genuinely recall the previously mentioned subject, object, or event, but it is also 

https://creativecommons.org/licenses/by-sa/4.0/


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Exploring the intricacies of human memory and its analogous … (Habib Hamam) 

1761 

possible that they use the phrase as a way to transition to a related topic without necessarily having a vivid 

memory of the initial mention. 

For example: 

 Person A: "I'm planning a trip to Italy next month." 

 Person B: "Oh, speaking of Italy, have you ever tried authentic Italian pizza? There's a great pizzeria near 

my place." 

In this example, Person B uses "speaking of Italy" to transition from the topic of the trip to Italy to the related 

topic of Italian pizza. Even if Person B didn't actively remember the mention of Italy in the conversation, 

they still use the phrase to smoothly connect the two topics. This phenomenon exemplifies the associative 

mechanisms of memory, illustrating how connections are formed not only through direct recall but also 

through contextual and associative cues. 

This study aims to delve deeper into this analogy, exploring how AI models [2]–[4], specifically 

ChatGPT, replicate the associative processes of human memory. Despite advancements in AI [5]–[7], 

challenges persist in enabling machines to mimic the nuanced, context-dependent nature of human memory 

associations. Our contribution to this field includes a novel examination of the parallels between human 

memory's associative processes and the response generation mechanisms in ChatGPT. By analyzing and 

comparing these systems, we aim to shed light on the intricacies of memory representation in AI and propose 

directions for enhancing the model's capabilities. The following sections will outline our methodology, 

review relevant literature to situate our work within the current academic discourse, present our findings, and 

discuss their implications for the future of AI development. 

 

 

2. METHODOLOGICAL APPROACH  

The methodological approach adopted in this study is grounded in comparative analysis and logical 

reasoning. The objective is to identify and explore the elements of analogy between the associative processes 

of human memory and the functioning of AI models, particularly ChatGPT. This approach is not rooted in 

the design of algorithms or engineering systems but in the qualitative examination of cognitive functions as 

demonstrated by human reciters of texts: 

 Identification of Comparative Groups: Reciters who frequently engage with memory-intensive tasks were 

identified as a primary group for study due to their extensive use of memory in learning and recalling texts. 

This group includes individuals who memorize holy texts, poems, legal documents, and other forms of 

lengthy written material. 

 Logical Analysis of Learning Processes: The process of memorization by reciters was logically analyzed to 

understand how the human memory seeks the next word or phrase during the recitation. This process 

involves repeated association between words and their sequential order, which is a function that ChatGPT 

also performs algorithmically. 

 Analogical Reasoning: By examining the methodologies reciters use to memorize and recall information, an 

analogy was drawn to the processes used by ChatGPT. The extent and limitations of this analogy were 

considered, acknowledging that while there are similarities, the analogy does not hold to a full 100%. 

 Drawing Conclusions from Comparative Analysis: The study relies on the conclusions drawn from this 

comparative analysis to propose that the mechanisms employed by human memory in recitation can inform 

the development of AI systems. Specifically, the ways in which reciters' memories work to learn and recall 

texts provide insights into how AI, like ChatGPT, might be further developed. 

The method used herein is primarily theoretical and exploratory, suggesting a framework for future research 

where the findings regarding human memory and its analogues in AI could be further investigated [8]. This 

approach invites researchers to explore additional facets of human memory that could contribute to the 

advancement of AI models like ChatGPT. 

 

 

3. HUMAN MEMORY AND AI TOOLS 

The human mind's remarkable ability to form associations between different concepts, ideas, or 

experiences underscores the complexity and adaptability of memory. These associations, whether stemming 

from personal experiences, cultural references, education, or exposure to various media, enable us to navigate 

and understand the world around us. When a specific subject is mentioned, it can trigger related memories, 

images, or knowledge that are stored within our memory bank. Similarly, ChatGPT [9], as an AI language 

model, has been meticulously trained on a vast corpus of text data, equipping it with the capability to 

recognize and replicate patterns and associations between words, phrases, and concepts. When presented with 

a specific cue or prompt, ChatGPT endeavors to generate a response that correlates with the given input, 

drawing on the patterns it has discerned from its extensive training data. 
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The analogy between human memory and ChatGPT's operational mechanics highlights the 

fundamental role of associative processes in both natural and artificial cognition. For instance, when 

ChatGPT encounters the phrase "The capital of Canada," it identifies the association between "capital" and 

"Ottawa" through the frequency of their co-occurrence in its training data. The model has internalized that 

Ottawa is commonly referenced as the capital of Canada and leverages this association to formulate a 

contextually appropriate response. This capability to forge connections based on associations underscores a 

critical aspect of language comprehension and generation, mirroring the associative nature of human 

memory. Humans and language models like ChatGPT rely on stored information and associations to enable 

smooth and coherent communication, ranging from simple word relationships to more intricate cultural or 

contextual links. 

It is crucial to recognize, however, that ChatGPT's responses, while often contextually pertinent, do 

not stem from personal experience or a subjective understanding of the concepts it discusses. The model's 

association-making ability is purely a function of the patterns learned from its training data, devoid of any 

experiential grounding. Nevertheless, this capability significantly contributes to the model's utility, allowing 

it to generate responses that, to the observer, seem to demonstrate an understanding of the input. 

Exploring the parallels between human memory and its representation in ChatGPT illuminates 

several key areas and introduces novel elements to the field: 

 The exploration of human memory and its representation in ChatGPT marks a pioneering area of research. It 

necessitates a deep dive into the underlying mechanisms of human memory to identify how these can be 

analogously applied to enhance the memory capabilities of AI models like ChatGPT. 

 A crucial focus of this work is the comprehension of the complex processes that govern human memory, 

including encoding, storage, and retrieval. This understanding paves the way for efforts to replicate and 

simulate similar functionalities within ChatGPT, aiming to bridge the gap between human cognition and AI 

processing. 

 The concept of transferring knowledge from the rich tapestry of human memory to ChatGPT represents a 

significant area for exploration. This involves not merely the extraction of information but its integration 

into the language model, empowering ChatGPT to utilize this knowledge effectively during interactions. 

 Investigating the mechanisms through which human memory can be integrated into ChatGPT is of 

paramount importance. This entails the development of algorithms and techniques that allow for the storage 

and retrieval of information, the simulation of memory consolidation, and the enhancement of contextual 

understanding within the AI model. 

 The development of methods enabling ChatGPT to contextually retrieve and recall relevant information 

from its stored memory is crucial for its effectiveness. Such capabilities ensure that the model can offer 

more accurate and coherent responses, rooted in past interactions and knowledge. 

Moreover, the adaptation and continuous updating of ChatGPT's memory system are essential for 

maintaining its relevance and accuracy. This process involves refining the stored knowledge based on new 

information, feedback, and interactions, thereby keeping the model's memory fresh and pertinent. 

Ethical considerations play a critical role in the integration of human-like memory processes into 

ChatGPT. It is imperative to navigate the challenges associated with privacy, consent, and the ethical use of 

personal information responsibly, ensuring that the development of AI models remains aligned with societal 

values and norms. By converging the disciplines of cognitive science, artificial intelligence, and natural 

language processing [10], this research endeavors to enhance ChatGPT's memory capabilities and 

conversational abilities. The investigation into the associative processes of human memory and their 

application to AI models offers a pathway to more nuanced and effective language models. 

The contributions of this work are multifaceted, revealing that both human memory and ChatGPT 

rely heavily on associations to activate related information. This balance between generalization and 

specificity in memory recall and response generation, facilitated by cues and prompts, highlights the dynamic 

nature of memory processes. Understanding the functioning of the human brain, especially in the context of 

reciting texts with full and partial repetitions, provides invaluable insights that can inform the enhancement 

of AI models like ChatGPT. 

 

 

4. SOME ASPECTS OF THE HUMAN COGNITIVE PROCESS 

Human memory, a complex and multifaceted cognitive process [11]. Encompasses various aspects 

and elements crucial for understanding both natural intelligence and artificial language models like ChatGPT. 

This section focuses on aspects particularly relevant to language models, using concrete examples to 

illustrate the dynamic nature of human memory and its implications for AI. 
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4.1.  From generic to specified 

The concept of memory transitioning from a generic to a specified state is a fundamental cognitive 

process. When the term "Apple" is mentioned, the initial mental representation is usually generic and vague. 

This representation lacks detailed attributes such as color, size, or presence of a leaf, forming a blurred 

mental image. However, with the addition of specific details like "big apple," "green apple," or "Macintosh 

apple," memory refines this image to a more precise and detailed depiction, incorporating specific attributes 

of the described apple. This refinement process, driven by cue-dependent memory retrieval [12], highlights 

how additional details or contextual cues enhance the specificity and clarity of memory. 

Similarly, in the context of AI models like ChatGPT, an initial response to the word "Apple" may be 

generic. Yet, as the conversation incorporates more specific details or cues about the intended meaning, 

ChatGPT's responses become more accurate and contextually aligned. This exemplifies the parallel between 

human memory's ability to refine and specify based on additional information and how AI models adjust 

responses to align with contextual cues. 

 

4.2.  Enhance the model's memory capabilities 

Understanding how human memory functions can provide insights into enhancing the memory 

capabilities of AI models such as ChatGPT. Key elements include [13]: 

 Encoding: the process of encoding involves transforming incoming information into a format that can be 

stored in memory [14]. For ChatGPT, this corresponds to processing information from interactions and 

preparing it for storage, akin to human sensory memory, short-term memory, and long-term memory 

systems. 

 Storage: once encoded, information must be organized and stored within the memory system [15]. ChatGPT 

requires mechanisms to efficiently store information gleaned from interactions, ensuring it is available for 

future retrieval. 

 Retrieval: the act of recalling or accessing stored information is crucial for both human memory and AI 

models [16]. ChatGPT must access its stored knowledge to generate relevant responses during 

conversations, similar to how humans retrieve memories using various cues. 

 Contextual retrieval and recall: the ability to retrieve information in a manner that is relevant to the current 

context is vital [17]. ChatGPT needs to mimic this aspect of human memory, ensuring that its responses are 

appropriately aligned with the conversational context. 

 Memory consolidation: this process involves stabilizing and strengthening memories over time [13]. In the 

realm of ChatGPT, it could involve algorithms that help consolidate new information into the model's 

memory, enhancing the retention and accessibility of crucial knowledge. 

 Adaptive learning and updating: just as human memory is capable of integrating new information and 

adapting over time [17], ChatGPT should possess mechanisms for continuous learning and memory 

updating, allowing it to refine its knowledge base and responses based on new interactions. 

 Privacy and consent: the ethical considerations surrounding the use of personal information in memory 

processes are paramount [13]. ChatGPT must adhere to principles of privacy and consent, ensuring the 

responsible handling and use of user data. 

By exploring these aspects of human memory and their application to AI, particularly ChatGPT, the aim is to 

enhance the model's capabilities in memory retention, contextual understanding, and adaptive learning, 

thereby improving its overall conversational abilities and effectiveness. 

 

 

5. ARTIFICIAL MODELS SIMILAR TO HUMAN MEMORY 

Table 1 provides a comparison highlighting key aspects of the four artificial models: transformer 

model (TM) [18], neural turing machine (NTM) [19], differentiable neural computer (DNC) [20], and 

ChatGPT [1], [9]. This table provides a high-level comparison and may not include all possible aspects or 

details of each model. The focus is on key components, memory and computation characteristics, and general 

application areas. 

As illustrated in Table 1, The TM is known for its transformer architecture, which employs attention 

mechanisms for contextual understanding. It doesn't have explicit external memory but performs parallel 

computation and is widely used for tasks like machine translation, text generation, language modeling, 

summarization, and named entity recognition. The NTM incorporates external memory and has a controller 

that performs sequential computation. It utilizes attention mechanisms and allows arbitrary read and write 

access patterns to the memory. It is often employed for algorithmic tasks, memory-augmented models, 

learning to store and retrieve information, and short-term memory tasks. 

Similar to the NTM, the DNC includes external memory and a controller. It supports parallel 

computation, arbitrary read and write access patterns, and utilizes attention mechanisms. It is commonly used 
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for large-scale reasoning and inference, learning long-term dependencies, program execution, navigation and 

planning, and symbol manipulation. 

ChatGPT is built on the Transformer architecture and shares similarities with TM. It employs an 

encoder-decoder structure with attention mechanisms and contextual understanding. Like TM, it lacks 

explicit external memory and performs parallel computation [21], [22]. ChatGPT is primarily used for 

chatbots, dialogue systems, conversational agents, natural language understanding and generation, and 

question answering [23]. It is also applicable in text-based games and interactive storytelling. 

 

 

Table 1. A high-level comparison focussing on key components, memory and computation characteristics, 

and general application areas 
Model Key components Memory and computation Application 

Transformer model (TM) Transformer architecture No explicit external memory Machine translation 

Encoder-decoder structure Text generation 

Attention mechanism Parallel computation Language modeling 

Pretrained language model Summarization 

Fine-tuning Limited context window Named entity recognition 

Contextual understanding 

Neural turing machine 

(NTM) 

External memory Read and write operations on 

memory 

Algorithmic tasks 

Controller Sequential computation Memory-augmented models 

Attention mechanisms Arbitrary read and write 

access patterns 

Learning to store and retrieve 

information 

Content-based and location-

based addressing 

Variable-sized memory 

capacity 

Short-term memory tasks 

Differentiable computation Sequential processing with 

attention 

Data sorting and manipulation 

Differentiable neural 

computer (DNC) 

External memory Read and write operations on 

memory 

Large-scale reasoning and 

inference 

Controller Parallel computation Learning long-term dependencies 

Attention mechanisms Arbitrary read and write 

access patterns 

Program execution 

Content-based and location-

based addressing 

Variable-sized memory 

capacity 

Navigation and planning 

Differentiable computation Sequential processing with 

attention 

Symbol manipulation and 

manipulation 

ChatGPT Transformer architecture No explicit external memory Chatbots 

Encoder-decoder structure Dialogue systems 

Attention mechanism Parallel computation Conversational agents 

Pretrained language model Natural language understanding 

and generation 

Fine-tuning Limited context window Question answering 

Contextual understanding Text-based games and interactive 

storytelling 

 

 

6. HUMAN MEMORY 

6.1.  Growing data base 

Human memory can be conceptualized as a growing database that expands throughout an 

individual's life. At birth, humans possess innate biological and genetic factors that lay the foundation for 

learning and development [13]. As babies interact with the world, they begin to acquire new knowledge, 

skills, and experiences, which contribute to the expansion of their memory database. This process can be 

likened to the development of ChatGPT, a language model that learns and accumulates knowledge over time: 

 Innate knowledge: similarly to how babies possess innate abilities and basic instincts, ChatGPT is initialized 

with pre-existing knowledge in the form of training data. This initial knowledge allows the model to 

generate coherent responses even before exposure to external information. 

 Learning from interactions: babies learn through interactions with their environment, caregivers, and other 

stimuli. Similarly, ChatGPT learns from its interactions with text data from various sources, absorbing 

information from books, articles, websites, and other textual resources. These interactions help the model 

acquire a diverse range of knowledge. 

 Language acquisition: babies learn language by observing and imitating the speech patterns of those around 

them. They gradually develop vocabulary, grammar, and conversational skills. Similarly, ChatGPT learns 

language by training on vast amounts of text data, capturing patterns, semantics, and syntactical structures.  

It becomes proficient in generating human-like responses through exposure to linguistic patterns in the 

training data. 
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 Continuous learning: as babies grow and explore the world, they continuously learn new things and expand 

their knowledge base. Similarly, ChatGPT can be fine-tuned and updated with new information to enhance 

its performance and adapt to evolving language patterns and trends. This allows the model to stay relevant 

and up-to-date with the latest knowledge. 

 Generalization and contextual understanding: babies develop the ability to generalize information and 

understand contextual cues. They learn to apply previously acquired knowledge to new situations. Similarly, 

ChatGPT demonstrates contextual understanding by leveraging its training on a wide range of texts. It can 

generate relevant responses by drawing on its accumulated knowledge and applying it in different 

conversational contexts. 

 Memory consolidation: over time, human memory consolidates information through processes such as 

repetition, reinforcement, and sleep. Similarly, ChatGPT benefits from its training process, where repeated 

exposure to vast amounts of text data strengthens its memory and improves its ability to recall relevant 

information during conversations. 

While there are differences between human memory and ChatGPT's knowledge base, the analogy helps 

illustrate how both systems accumulate knowledge over time. However, it's important to note that human 

memory is influenced by emotions, personal experiences, and complex cognitive processes, which currently 

go beyond the capabilities of AI models like ChatGPT. 

 

6.2.  Memorizing 

The act of memorizing, such as learning a song, poem, or holy text, involves not just the retention of 

text but also the internalization of rhythm, melody, and tempo, which are coordinated through intricate neural 

mechanisms. Learning musical rhythm and speed at the neuronal level entails the integration of auditory and 

motor processing. Auditory signals received by the brain's auditory cortex are analyzed, enabling the 

perception of the piece's rhythm and tempo. Concurrently, motor areas are engaged to develop and refine 

motor programs for vocal or instrumental execution, involving specific neuronal groups that control timing 

and coordination [24]. This learning process strengthens synaptic connections between neurons through long-

term potentiation (LTP), enhancing neural connectivity and synchronization across various brain regions. 

 

6.3.  Recitation 

The act of recitation, particularly of musical texts, can sometimes be interrupted by lapses in 

memory. In these instances, the brain employs a guessing strategy, using cues like rhythm, melody, and 

tempo to infer the continuation. This process is somewhat akin to the behavior of transformer models like 

ChatGPT, which use an attention mechanism to focus on relevant parts of the input and generate predictions. 

Both the human brain and transformer models engage in a process of elimination and inference, using learned 

patterns and cues to generate or continue a coherent sequence. Thus, while there are parallels in the way 

humans and AI models like ChatGPT process and utilize information, human memory incorporates a 

multitude of cognitive processes, including emotional and experiential factors, that add layers of complexity 

not yet fully replicated by current AI technologies. 

 

 

7. MEMORIZATION AND RECITATION OF QURAN 

The Quran [25] presents a unique case for studying memorization. Due to its characteristic inclusion 

of repeated text segments and the practice among many muslims of committing the entire text to memory. 

These factors make it an abundant source for observational study. 

 

7.1.  Repeated segments 

The Quran's structure features numerous instances of repetition across its chapters (Surahs), which 

play a significant role in its memorization. A notable example is the phrase "and they ask 'When will this 

threat come to pass if what you say is true?'" which is repeated in six different chapters. Despite the repetition 

of this initial segment, the verses that follow diverge, introducing variability in the continuation of the text. 

This phenomenon requires the memorizer to associate each repetition with its unique context, a cognitive 

process that involves the memory's capacity to handle variations and assign probabilities or weights to 

different continuations. Creating mnemonic associations between the repeated segment and its respective 

chapter significantly aids in accurate recitation (as depicted in Table 2). 

Table 2 illustrates a case of repetition. The verse "And they ask 'When will this threat come to pass 

if what you say is true?'" is found in Chapter 10, and subsequently repeated in Chapters 21, 27, 34, 36, and 

65. In Chapter 32, a similar repetition occurs, but with the word "threat" replaced by "victory." Each time this 

text segment is repeated, it serves as a question posed by certain individuals seeking confirmation or 

clarification. 
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The repetition emphasizes the persistent questioning and skepticism of those who challenge the 

claims and warnings presented in the Quran. The response to their inquiry varies slightly in each occurrence, 

providing different insights or explanations related to their doubts. Through these repetitions, the Quran 

underscores the importance of faith, trust, and patience, reminding believers that the fulfillment of divine 

promises is determined by Allah's will and an appointed time. Additionally, the variations in the subsequent 

verses following the repeated text segment further address the concerns and doubts of the disbelievers, 

highlighting the consequences they will face if they continue to reject the truth. The repetition serves as a 

rhetorical device, reinforcing the message and inviting reflection on the eventual fulfillment of divine decree. 
 

 

Table 2. Example of repetition in the Quran. The verse in blue "And they ask 'When will this threat come to 

pass if what you say is true?'" is found in Chapter 10, and subsequently repeated in Chapters 21, 27, 34, 36, 

and 65. In Chapter 32, a similar repetition occurs, but with the word "threat" replaced by "victory" 
Sourate verses Translated into English 

Yunus 

chapter 10 

دِقِينَ  ٰـ ذاَ ٱلْوَعْدُ إنِ كُنتمُْ صَ ٰـ  ”?And they ask “When will this threat come to pass if what you say is true .38 وَيَقوُلوُنَ مَتىَٰ هَ

ا وَلََّ نفَْعاً إِلَّا مَا شَاءَٓ  ٓ أمَْلِكُ لِنَفْسِى ضَر ًّۭ قلُ لَّا

ةٍ أجََلٌ ۚ إِذاَ جَآ  ُ ۗ لِكُل ِ أمُا ءَ أجََلُهُمْ فلَََ ٱللَّا

 يسَْتـَْٔخِرُونَ سَاعَةًًّۭ ۖ وَلََّ يسَْتقَْدِمُونَ 

39. Say “I have no power to benefit or protect myself, except by the Will of 

Allah.” For each community there is an appointed term. When their time arrives, 

they cannot delay it for a moment, nor could they advance it. 

The Prophets 

chapter 21 

دِقِينَ  ٰـ ذاَ ٱلْوَعْدُ إنِ كُنتمُْ صَ ٰـ  ”?And they ask “When will this threat come to pass if what you say is true .39 وَيَقوُلوُنَ مَتىَٰ هَ

عَن  لوَْ يَعْلَمُ ٱلاذِينَ كَفَرُوا۟ حِينَ لََّ يكَُفُّونَ 

وُجُوهِهِمُ ٱلناارَ وَلََّ عَن ظُهُورِهِمْ وَلََّ هُمْ 

 يُنصَرُونَ 

40. If only the disbelievers knew that a time will come when they will not be able 

to keep the Fire off their faces or backs, nor will they be helped. 

The Ants 

chapter 27 

دِقِينَ وَيَقوُلوُنَ مَ  ٰـ ذاَ ٱلْوَعْدُ إنِ كُنتمُْ صَ ٰـ  ”?And they ask “When will this threat come to pass if what you say is true .71 تىَٰ هَ

قلُْ عَسَىٰٓ أنَ يَكُونَ رَدِفَ لكَُم بَعْضُ ٱلاذِى 

 تسَْتعَْجِلوُنَ 

72. Say “Perhaps some of what you seek to hasten is close at hand.” 

Saba 

chapter 34 

دِقِينَ  ٰـ ذاَ ٱلْوَعْدُ إنِ كُنتمُْ صَ ٰـ  ”?And they ask “When will this threat come to pass if what you say is true .29 وَيَقوُلوُنَ مَتىَٰ هَ

يعاَدُ يوَْمٍٍۢ لَّا تسَْتـَْٔخِرُونَ عَنْهُ سَاعَةًًّۭ  كُم م ِ
قلُ لا

 نَ وَلََّ تسَْتقَْدِمُو

30. Say “A Day has ˹already˺ been appointed for you, which you can neither delay 

nor advance by a ˹single˺ moment.” 

Yasin chapter 

36 

دِقِينَ  ٰـ ذاَ ٱلْوَعْدُ إنِ كُنتمُْ صَ ٰـ  ”?And they ask “When will this threat come to pass if what you say is true .48 وَيَقوُلوُنَ مَتىَٰ هَ

حِدةًًَّۭ تأَخُْذهُُمْ وَهُمْ  مَا يَنظُرُونَ إِلَّا صَيْحَةًًّۭ وَٰ

مُونَ   يخَِص ِ

49. They must be awaiting a single Blast, which will seize them while they are 

˹entrenched˺ in ˹worldly˺ disputes. 

Sovereignty 

chapter 67 

دِقِينَ وَيَقوُلوُنَ مَتَ  ٰـ ذاَ ٱلْوَعْدُ إنِ كُنتمُْ صَ ٰـ  ”?And they ask “When will this threat come to pass if what you say is true .25 ىٰ هَ

بِينًٌّۭ  ِ وَإِنامَآ أنَاَ۠ نَذِيرًٌّۭ مُّ  Say “That knowledge is with Allah alone, and I am only sent with a clear .26 قلُْ إِنامَا ٱلْعِلْمُ عِندَ ٱللَّا

warning.” 

Prostration 

chapter 32 

دِقِينَ  ٰـ ذاَ ٱلْفَتحُْ إنِ كُنتمُْ صَ ٰـ  ”?And they ask “When will this victory come to pass if what you say is true .28 وَيَقوُلوُنَ مَتىَٰ هَ

نُهُمْ وَلََّ قلُْ يوَْمَ ٱلْفَتحِْ لََّ ينَفَعُ ٱلاذِينَ كَفَرُوٓا۟  ٰـ إِيمَ

 هُمْ يُنظَرُونَ 

29. Say “On the Day of victory it will not benefit the disbelievers to believe then, 

nor will they be delayed ˹from punishment˺.” 

 

 

7.2.  A parallel to the behavior of the transformer model 

Drawing a parallel to AI, the behavior of transformer models like ChatGPT can be likened to the 

cognitive processes involved in Quranic recitation. When confronted with a familiar sequence, such as "The 

mouse is captured by," ChatGPT predicts a continuation based on its learned data patterns, employing an 

attention mechanism to prioritize certain words and generate contextually appropriate outputs. Similarly, an 

individual reciting the Quran employs their memory and knowledge of established patterns to continue from 

the recognized segment accurately. 

In this context, the human brain functions analogously to a complex neural network, utilizing 

memorized patterns and contextual cues to generate the correct continuation of a verse. Just as the 

transformer model uses its training data to make predictions, the human brain relies on a combination of 

memorized information and contextual cues to reconstruct the intended sequence. However, it is crucial to 

acknowledge the differences in underlying mechanisms. The transformer model operates on computational 

algorithms and data patterns, while the human brain's process is rooted in biological and cognitive functions. 

Despite these differences, the comparison underscores a shared ability to produce meaningful continuations 

from given sequences, illustrating a fascinating intersection of human cognition and artificial intelligence as 

exemplified by the practice of Quranic memorization and recitation. 

 

 

8. ANALOGY BETWEEN HUMAN BRAIN AND ARTIFICIAL MODELS 

Table 3 illustrates the analogy between the human brain's natural memory and the aforementioned 

four artificial models, with a focus on ChatGPT. Table 3 highlights the similarities and slight variations 

between the human brain's natural memory and the artificial models, with a specific focus on ChatGPT. 

While there are shared aspects in terms of memory formation, recall, and generating continuations, it's 

important to note that the mechanisms and complexity differ significantly. The human brain operates through 

complex biological and cognitive processes, while the artificial models rely on computational algorithms and 
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neural network architectures. Nevertheless, these models aim to capture certain aspects of human memory 

and cognition to enable tasks such as generating meaningful text based on given input. 
 

 

Table 3. Analogy between the human brain and the four artificial models seen above 

Aspect 
Human brain's 

natural memory 

Transformer model 

(TM) 

Neural turing 

machine (NTM) 

Different. neural 

computer (DNC) 
ChatGPT 

Memory 

formation 

Acquired knowledge 

and experiences 

over time 

Training on large 

datasets to learn 

patterns 

External memory 

combined with 

neural network 

External memory 

augmented with 

neural network 

Training on vast 

amounts of text data 

Learning 

mechanism: 

recall and 

retrieval 

Associations, pattern 

recognition, 

contextual cues 

Attention mechanism 

to weigh importance & 

contextual 

understanding 

Content-based 

addressing, read 

& write operations 

Memory addressing 

and read-write 

operations 

Contextual 

understanding, 

attention mechanism 

Generating 

continuations 

Completion of 

familiar patterns, 

contextual inference 

Predictions based on 

learned patterns and 

contextual cues 

Manipulation and 

generation of 

stored information 

Manipulation and 

generation of stored 

information 

Generating 

meaningful 

continuations based 

on context 

Complexity Complex biological 

& cognitive 

processes 

Computational 

algorithms 

Combination of 

neural network & 

external memory 

Combination of 

neural network and 

external memory 

Computational 

algorithms 

Mode of 

operation 

Parallel processing, 

distributed networks 

of neurons 

Parallel processing, 

distributed 

computation 

Sequential 

processing with 

external memory 

Sequential 

processing with 

external memory 

Sequential 

processing, parallel 

computation 

 

 

Table 4 highlights the key differences between the human brain's natural memory and the four 

artificial models, including ChatGPT. These differences encompass various aspects such as memory 

formation, capacity, neuroplasticity, biological constraints, self-awareness, learning efficiency, and the 

potential for errors and biases. Understanding these distinctions is essential for appreciating the unique 

characteristics and limitations of artificial models when compared to the intricacies of human memory. 
 

 

Table 4. Differences between the human brain and the four artificial models seen above 

Aspect 
Human brain's 

natural memory 

Transformer model 

(TM) 

Neural turing 

machine (NTM) 

Differ. neural 

computer (DNC) 
ChatGPT 

Memory 

formation 

Acquired knowledge 

and experiences over 

time 

Learning from large 

datasets 

Learning and 

writing to external 

memory 

Learning and 

writing to external 

memory 

Learning from text 

data 

Capacity Vast storage capacity, 

potentially unlimited 

Limited by 

computational 

resources 

Limited by external 

memory size 

Limited by external 

memory size 

Limited by model 

size and 

computational 

resources 

Neuroplasticity Adaptable, flexible 

connections between 

neurons 

Fixed architecture, 

weights determined 

by training 

Fixed architecture, 

weights determined 

by training 

Fixed architecture, 

weights determined 

by training 

Fixed architecture, 

weights determined 

by training 

Biological 

constraints 

Subject to 

degradation, 

forgetting over time 

Not subject to 

degradation but 

prone to overfitting 

Not subject to 

degradation but 

prone to overfitting 

Not subject to 

degradation but 

prone to overfitting 

Not subject to 

degradation but 

prone to overfitting 

Self-awareness Consciousness, 

subjective 

experiences, self-

reflection 

Lack of self-

awareness, operates 

as a black box 

Lack of self-

awareness, operates 

as a black box 

Lack of self-

awareness, operates 

as a black box 

Lack of self-

awareness, operates 

as a black box 

Learning 

efficiency 

Learning can occur 

rapidly with few 

examples 

Requires extensive 

training data for 

optimal performance 

Requires extensive 

training data for 

optimal 

performance 

Requires extensive 

training data for 

optimal 

performance 

Requires extensive 

training data for 

optimal performance 

Error and bias Prone to errors, 

biases, and subjective 

interpretations 

Can exhibit biases 

present in the 

training data 

Can exhibit biases 

present in the 

training data 

Can exhibit biases 

present in the 

training data 

Can exhibit biases 

present in the 

training data 

 

 

9. DISCUSSION AND FUTURE IMPLICATIONS 

The exploration of human memory and its representation in AI, particularly with models like 

ChatGPT, heralds a new era in the development of sophisticated AI systems. These systems aim to replicate 

the impressive long-term storage and retrieval capabilities found in human cognition. By enhancing AI's 

ability to maintain data integrity over prolonged periods, we can significantly improve its utility in fields that 

require the preservation of information over time. Pattern recognition stands as a testament to the human 

brain's capacity to interpret complex data, a capability that AI strives to achieve. Integrating advanced pattern 

recognition algorithms into AI systems can lead to more nuanced language comprehension, image 
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identification, and the synthesis of seemingly unrelated information. This improvement is crucial for the 

evolution of AI into more autonomous and intelligent systems. Emotional memory in humans profoundly 

affects recall, making emotionally charged events more memorable. If AI systems could similarly process 

and respond to emotional cues, the interaction between humans and computers could become extraordinarily 

intuitive and effective. This would mark a substantial progression in creating machines that can better 

understand and react to human emotions. 

Spatial memory and navigation are integral to human experience, guiding our interaction with the 

environment. AI systems with improved spatial memory could revolutionize fields such as robotics and 

autonomous vehicles, where accurate environmental mapping and orientation are critical. Enhanced spatial 

awareness in AI could lead to safer, more reliable autonomous navigation systems. Our episodic and 

semantic memory allows us to recount personal experiences and possess general world knowledge. AI 

models that can draw upon a history of 'personal' interactions or a vast repository of general knowledge 

would offer more contextually relevant and enriched interactions. This capacity could transform AI into a 

more adaptive and insightful participant in various applications, from education to customer service. 

Memory consolidation is a vital process through which human memories become stable and durable. 

AI systems that can emulate this consolidation process would benefit from a continuous and evolving 

learning experience, mirroring human memory development. Such AI systems would be better equipped to 

build upon past interactions and retain crucial knowledge for future applications. The ability for recall and 

recognition is a hallmark of the human memory system's flexibility. If AI could replicate this flexible 

retrieval system, it would mark a significant advancement in how neural networks access and utilize stored 

information. This could lead to more dynamic and responsive AI systems capable of interacting with users in 

a more human-like manner. 

Finally, the adaptability and plasticity of the human memory system demonstrate our ongoing 

capacity to learn and accommodate new information. AI systems that mirror this plasticity could learn and 

adapt in real-time, offering the potential for continuous improvement and adjustment to new data. This 

characteristic is particularly desirable for creating AI that can evolve with its users and environments over 

time. These human memory capabilities provide a blueprint for AI development, setting ambitious goals for 

future research. While the path toward AI systems that fully mirror human cognitive abilities is complex, the 

potential benefits and applications are profound and far-reaching. The pursuit of such AI advancements 

promises to redefine the boundaries of technology and its role in society. 
 

 

10. CONCLUSION 

In conclusion, the exploration of human memory and its analogous representation in artificial 

models like ChatGPT provides valuable insights into the functioning of memory systems and the potential for 

improving AI technologies. The human memory, with its ability to store, retrieve, and associate information, 

serves as a rich source of inspiration for the development of artificial models. The TM, NTM, DNC, and 

ChatGPT are examples of such models that aim to mimic human-like memory and conversational abilities. 

While these models exhibit similarities to human memory in terms of their architecture and functionality, 

they also possess distinct features and limitations. By studying the human memory and its cognitive 

processes, researchers can enhance artificial models' memory encoding, improve contextual understanding, 

enable adaptive recall, optimize learning efficiency, and refine natural language generation. The 

understanding of how the brain handles full and partial repetitions during recitation, as well as the challenges 

and effort involved, can inform the development of more sophisticated and contextually aware AI models. 

Additionally, gaining insights into the human brain's abilities can lead to the creation of AI systems that 

better emulate human-like memory and generate more coherent and accurate responses. Overall, the 

exploration of human memory and its connection to artificial models offers opportunities for advancements 

in AI technologies. By bridging the gap between biological cognition and artificial intelligence, we can move 

closer to creating intelligent systems that exhibit enhanced memory capabilities and more human-like 

conversational abilities, contributing to various fields such as natural language processing, cognitive science, 

and human-computer interaction. 
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