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Abstract 
During the granulation process of Iron ore sinter mixture, there are many factors affect the 

granulating effect, such as chemical composition, size distribution, surface feature of particle, and so on. 
Some researchers use traditional fitting calculation methods like least square method and regression 
analysis method to predict granulation effects, which exists big error. In order to predict it better, we build 
improved BP (Back propagation) neural network model to carry out data analysis and processing, and then 
obtain better effect than traditional fitting calculation methods. 
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1.  Introduction 
Based on the granulating mechanism of sinter mixture, there are many factors influence 

granulating effect, In certain conditions of granulation equipment and operating conditions, the 
main factor is the sinter mixture’s own nature, including the chemical composition of the 
material, size distribution, moisture capacity ,microscopic structure and other factors. The main 
chemical composition of sinter mixture is TFe, FeO, SiO2, CaO, Al2O3, MgO, MnO, TiO2, K2O, 
Na2O, S, P, In which, CaO, Al2O3, MgO are conducive to granulation, but SiO2 has an adverse 
effect to granulation. The content of these chemical constituents should be used as the input 
parameters of the model. While the rest of the chemical ingredients, such as MnO, TiO2, K2O, 
Na2O, S, P, which has low content, will not be considered for the purpose of reducing the 
complexity of the model. Similarly, we select <0.2mm,0.2-0.7mm and 0.7-3mm as size 
distribution input, and other two parameter like moisture capacity, moisture content are 
considered. 

So there are nine parameters as granulating effect prediction model’s input, that is CaO, 
Al2O3, MgO, SiO2, <0.2mm, 0.2-0.7mm and 0.7-3mm, moisture capacity, moisture content. 

 The performance quality of iron ore sinter mixture granulation is determined by 
permeability; however it is not measured in actual production but in experimental conditions. We 
use content of 3-8mm in the granulation to evaluate the permeability in actual production. There 
are two output parameters in granulating effect prediction model, permeability and 3-8mm 
granularity content. 

 The BPNN is a forward multi-layer network，which bases on BP algorithm, and the 
topological structure as a layered feed-forward network, is composed of the input layer, hidden 
layer and output layer. In essence, the BPNN algorithm makes the input and output of a set of 
samples into a nonlinear optimization problem with using the gradient descent algorithm 
optimization technique, which uses the iterative solution to get the right value [1]. 

 
 
2.  Granulating Neural Model 

In this paper, we build a three layers BP neural network model as Figure 1. In it the 
three layers are denoted as Input layer, Hide layer, and Output layer. 
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Figure 1. Granulating Neural Model 
 
 

From Figure 1, we can see there are nine input nodes in the network, which are 
moisture capacity, moisture content, CaO, Al2O3, MgO, SiO2, <0.2mm, 0.2-0.7mm and 0.7-
3mm. We make those parameters as granulating effect prediction input. 

There are also two output nodes in the network, which are permeability and 3-8mm 
granularity content. We make those two parameters as granulating effect prediction output. 

 
 

3. BP Algorithm 
Back Propagation neural network is one kind of neural networks with most wide 

application. It is based on gradient descent method which minimizes the sum of the squared 
errors between the actual and the desired output values [2, 3]. 

Suppose p is the input of network, a is the output of neurons in hidden layer, o is the 
output of neurons in output layer, r is the number of input nodes, s is the number of neurons in 
hidden layer, t is the number of neurons in output layer, w1 is the connection weight of hidden 
layer, w2 is the connection weight of output layer [4, 5]. 

The output of i neurons in hidden layer: 
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The output of i neurons in output layer: 
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In (1) and (2), f1, f2 are the excitation function in hidden layer and output layer 

respectively, b1,b2 are the threshold value in hidden layer and output layer, respectively. In 
which, i=1,2,…,s;  k==1,2,…,t. 

The training of BP network is realized by updating the connection weight according to 
error between real data and respect value [6]. 

Now we define the error function: 
 

2

1

1
( ) ( )

2

t

p k k
k

E k t o


                                                                                        (3) 

 
In (3), tk and ok is the real output and respect value respectively [7]. The total error 

function: 
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Then compute the fluctuating value of connection weight [8]: 
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We can adjust the connection weight [9]: 
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4. Improved Model  
The BP algorithm is simple, easy, small amount of calculation, and has the parallel 

advantages, so it is one of the largest and most mature training algorithms for network training 
at present. The essence of the algorithm is to solve the minimum value of the error function 6. 
Because it uses the method of steepest descent in nonlinear programming, there exists 
following problems [10, 11]. 

(1) Slow convergence, low learning efficiency; 
(2) Easily falling into local minima. 
In order to make the model more accurate, we use momentum adaptive learning rate 

adjustment algorithm. The weights and threshold adjustment formula with additional momentum 
factor [12]: 
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In which, k is the training times, we take 10000, mc is the momentum factor, we take 

0.9 is the weight between i node in hidden layer and j node in input layer;  is the adjustment 
weight for hidden layer and  is the adjustment threshold for hidden layer. At the same time it is 
not an easy thing to select appropriate learning rate for a particular problem. To solve the 
problem, it is natural to adjust the learning rate automatically in training process. The adaptive 
learning rate adjustment formula [13, 14]: 
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E(k) is sum of squared errors for the k step. The selection of the initial learning rate can 

be optional, we take 1.0 [15]. 
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This method can ensure that the network train the samples by a learning rate which is 
always acceptable to the network. The system setting is showed in Table 1 including accuracy, 
rate, time, momentum factor. 
 
 

Table 1. System Settings  
System settings Data settings 

System accuracy 0.001 
Learning rate 1.0 
Training time 10000 

Momentum factor 0.9 

 
 
5. Model Solution  

In order to get the relation between moisture capacity and moisture content, we collect 
and measure different ores from different factory.  

In this paper, we use 40 groups of data as samples; take 32 groups as training samples 
which is selected randomly from the samples as showed in Table 2 then use 8 groups as 
forecast samples as showed in Table 3. 
 
 

Table 2. Training Samples 
No moisture content 3-8mm/% Permeability/mmH2O 
 1 5.1 29.85 288.00 
2 6.86 53.80 216.00 
3 8.12 61.33 230.00 
 4 5.73 63.48 220.00 
5 6.68 61.20 228.00 
6 6.58 59.90 228.00 
7 6.27 31.96 286.00 
8 5.21 27.37 652.00 
9 5.00 33.69 674.00 

10 6.24 35.04 570.00 
11 8.38 51.68 314.00 
12 7.99 59.16 196.00 
13 7.04 40.96 256.00 
14 9.32 60..27 208.00 
15 7.61 43.21 286.00 
16 6.33 31.35 588.00 
17 5.585 25.92 550.00 
18 7.85 55.41 404.00 
19 6.65 66.02 196.00 
20 5.42 54.79 288.00 
21 5.68 40.24 596.00 
22 6.34 58.23 413.00 
23 6.27 47.94 296.00 
24 7.10 42.24 248.00 
25 7.71 42.86 232.00 
26 8.99 60.67 200.00 
27 8.53 54.56 196.00 
28 8.50 61.08 206.00 
29 7.88 66.11 224.00 
30 7.24 49.35 246.00 
31 5.52 32.16 566.00 
32 7.80 49.08 566.00 

 
Table 3. Forecast Samples 

N
o 

Moisture 
content 

3-
8mm/% 

Permeability/mmH2O 

1 7.2 49.22 260.00 
2 5.78 32.21 442.00 
3 6.82 36.87 286.00 
4 4.98 63.45 250.00 
5 6.90 25.16 820.00 
6 5.42 70.23 210.00 
7 6.58 42.08 236.00 
8 8.61 63.33 248.00 
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Then we use c++ to write BP Algorithm, and make a small software showed in Figure 3 
to train samples and get the forecast value. 

The BP software should firstly input training data as training sample, the large training 
time for the number of neurons and the number of input layer, hidden layer, and output layer. 
When the training is stopped, the forecast result will be stored. 

From Figure 2, we can see that before training system accuracy is set to 0.001, training 
time is set to 10000 times, learning rate is set to 0.8. The input num represents the number of 
node in input layer, the hidden num represents the number of node in hidden layer, the output 
num represents the number of node in output layer.  When the training time is up to 8000, the 
total error is 0.0009992(0.0009992<0.001), the training is stopped. 

 
 

 
 

Figure 2.  Main Interface of the Software 
 
 

Train them to solve the weights from input layer to the hidden layer and from the hidden 
layer to the output layer, and then take the other samples as forecast samples, analyzing the 
difference between the forecast value (forecast incidence) and the actual data as showed in 
Figure 3 and Figure 4: 
 
 

 
 

Figure 3. Prediction Results for 3-8mm 
Granules Percentage 

Figure 4. Prediction Results for Permeability 
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Sequentially comparing relative errors stay between 6%~8%, and the accuracy of the 
model reach 92%. So we can get this conclusion following: 

(1) It is feasibility to predict granulating effect using BPNN model; and the model 
obtained very good effect. 

(2) The BP network has the strong misalignment to approach ability; the fitting precision 
is good between the output and the samples. 

In this paper, neural network is applied to the modeling process of granulation which is 
complex, nonlinear, dynamic, multivariable, difficulty in modeling. We obtain better effect than 
traditional fitting calculation methods. 

In future, the model will play a certain role in granulating production. 
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