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 Reversible data hiding within encrypted images reversible data hiding in 

encrypted images (RDH-EI) is a highly effective technique for image 

processing in the field of encryption. This paper, propose a RDH-EI 

technique, which utilizes bit-plane compression and various image scanning 

directions to generate vacant space for data embedding, referred to as 

vacating room. Initially, the prediction error of the pre-processed image is 

computed. Subsequently, each bit-plane image is converted into a bit-stream 

by following the pixel scan order employed before compression. The 

compressed image is then encrypted employing a stream cipher. Through the 

process of substitution, the secret data and additional information are 

incorporated into the acquired image without any knowledge of the original 

content or the encrypted key. Finally, the generated image is transmitted or 

archived. The experiments provide evidence that the proposed method 

surpasses the most advanced methods currently available. 
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1. INTRODUCTION 

In the field of communications, the exchange of images or their storage in cloud computing is an 

ever-evolving and promising area of research. This evolution has faced many challenges, the most common 

being image security, which has become an essential condition to ensure privacy and prevent unauthorized 

use of these data especially in sensitive fields, such as medical, civil, or military. For this reason, some 

processing techniques have been applied to the image. 

In the past, the security of the image’s content began with encryption which encodes the information 

from the clear domain to the encrypted domain and can be either symmetric (using the identical key for both 

encryption and decryption), asymmetric (using separate public and private keys), or chaotic (based on 

unpredictable algorithms) [1], [2]. With the development of technology, researchers showed a strong interest 

in the steganography [3], [4] and watermarking [5], [6] approaches, they both aim to hide information in 

multimedia support without encrypting it. In recent decades, a huge number of studies focused on reversible 

data hiding in the encrypted image. This method allows both hiding secret data within an encrypted image 

and later retrieving the original image and embedded data perfectly. Remarkably, it achieves this without 

having to know either the original image content or the encryption key to improve the security level of 

images during transmission or storage. Several reversible data hiding in encrypted images (RDH-EI) 

https://creativecommons.org/licenses/by-sa/4.0/
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approaches have been proposed to maximize the data hiding capacity and recover the original, those 

approaches are implemented in the spatial or the frequency domain [7], [8], this paper adopted a spatial 

domain approach. The RDH-EI schemes have been categorized into [9]: i) lossless compression [10], ii) 

differential expansion [11], iii) histogram shifting [12], iv) prediction error [13], and reserving room [14]. 

Puteaux and Puech [15] introduces the use of most significant bits (MSB) instead of the traditional 

least significant bits (LSB). This allows for direct embedding of secret data by replacing only the first MSB 

in each pixel. Error label map identifying non-embeddable pixels is generated via prediction error detection, 

this map itself becomes extra information embedded within the encrypted image. 

Puyang et al. [16] have considerably increased the embedding capacity compared to P. Puteaux 

method by utilizing two-bit MSB. Yin et al. [17] have also proposed an improved approach of RDH-EI based 

on multi MSB prediction and Huffman coding. Firstly a label map has been generated using a predicted value 

of the original image, by a bitwise comparison until the first difference between the two bits. This difference 

varies between 0 and 8, this number corresponds to the MSB bits to be substituted. Then the label map is 

encoded with a predefined huffman variable length coding labeling (HVLCL) rule and preserved as 

additional information with its length and HVLCL code. Finally, the additional information and the secret 

data are embedded into the encrypted image by Multi MSB substitution. 

Yin et al. [18] presented a RDH-EI using two fundamental techniques: pixel prediction and 

reordered bitplanes. First, each prediction error bit plane of the original image is divided into blocks, and 

rearranged in a bit-stream to be compressed so as to vacate the room for hiding more data. After that, the 

resulting image is encrypted using stream cipher. Finally, the secret data is embedded by multi-LSB 

substitution. 

In this paper, we improved RDH-EI by increasing the data hiding capacity based on reordered bit-

planes and compressed bit-streams [19]. The major contributions are relied on: i) histogram equalization for 

the image pre-processing process which is a treatment that improves the bit-planes compression before 

encryption thanks tothe distribution of the new pixels, or the similarity of the adjacent bits. The pre-processed 

image will be considered as the original image in the rest of the paper. ii) full bit-plane reordered instead of 

bloc bit-plane reordered for RDH-EI method and high embedded capacity obtained benefiting from special 

image correlation. 

The current paper is structured as follows: In section 2, we present a schematic diagram of the 

proposed RDH-EI method and briefly describe the image transfer steps. The details of each step are 

described in section 3. Section 4 is reserved for the experimental results and discussion. A conclusion of this 

work is found in section 5. 

 

 

2. PROPOSED METHOD 

In this section, an efficient method of RDH-EI is proposed for the improvement of the data hiding 

capacity. As it can be seen in Figure 1, the original image is first pre-processed and then decomposed into 

bit-planes. A bit-stream is generated based on predicted error and reordering of each bit-plane and 

subsequently compressed for data hiding in the vacated room after encryption. The block schematic is 

divided into two main phases: a sending phase and a receiving phase. The sending phase is realized by two 

owners [20], as presented in Figure 1(a): i) image-owner: ensures the vacated room and encryption image, ii) 

data-hider: ensures the data embedding. The receiving phase consists of extracting the data and 

reconstructing the image, as presented in Figure 1(b). 
 

 

 
(a) (b) 

 

Figure 1. Block schematic of the method procedures (a) the sending phase and (b) the receiving phase 
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3. METHOD 

This section explains a detailed description of each bloc in the proposed RDH-EI method. First, the 

image pre-processing procedure is described in subsection 3.1. The calculation of the predicted error is 

presented in subsection 3.2. A method to create space for data hiding is explained in subsection 3.3. After 

that, in subsection 3.4, the encryption image is treated. Subsection 3.5, presents data hiding procedures. 

Finally, subsection 3.6, describes the reversible way for extracting data and reconstructing images. 

 

3.1.  Image pre-processing 

The pre-processing image step is performed by histogram equalization [21], [22], to display details 

not clearly visible in the original image. As presented in Figure 2, the resulting histogram is approximately 

uniform covering the range [0, 255], and the pre-processed image is visually comparable to the original one. 

Its pixel values correspond to the cumulative probability of its corresponding pixel values in the original 

image. This process increases the number of vacated rooms that will be demonstrated in section 4. 

 

 

 
 

Figure 2. The histogram equalization of Lena’s image 

 

 

3.2.  Calculation of the predicted error 

The predicted value 𝑝𝑟𝑒𝑑𝑥(𝑖, 𝑗) is given by (1), obtained by applying the median edge detection 

(MED) predictor [23] depending on a, b, and c, three neighboring pixels of 𝑥(𝑖, 𝑗) pixel of the original image 

𝐼 of size 𝑀 ∗ 𝑁, where 1 < 𝑖 ≤ 𝑀and 1 < 𝑗 ≤ 𝑁, as demonstrated in Figure 3. The MED predictor is applied 

on all image pixels, except for row1 and column1 pixel values, these values cannot be predictable. So they 

maintain their original values. 

 

 

 
 

Figure 3. The MED predictor of the current pixel 𝑥(𝑖, 𝑗) 

 

 

𝑝𝑟𝑒𝑑𝑥(𝑖, 𝑗) =  {
max (𝑎, 𝑏)       ,    𝑏 ≤ min(𝑎, 𝑐)

 min(𝑎, 𝑏)        ,    𝑏 ≥ max(𝑎, 𝑐)
𝑎 + 𝑏 − 𝑐      ,        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (1) 

 

The predicted error value 𝑝𝑟𝑒𝑑𝐸(𝑖, 𝑗) is given by (2), then converted into binary. 

 

𝑝𝑟𝑒𝑑𝐸(𝑖, 𝑗) = 𝑥(𝑖, 𝑗) − 𝑝𝑟𝑒𝑑𝑥(𝑖, 𝑗) (2) 

 

If 𝑝𝑟𝑒𝑑𝐸 is over the range [127, -127] the first MSB bit is presented by ‘1’ for the negative value 

and ‘0’ for the positive, and the seven remaining bits are presented by the binary form of 𝑝𝑟𝑒𝑑𝐸 absolute 

value, given by (3). And if 𝑝𝑟𝑒𝑑𝐸 is outside of the range, the values are considered as an overflow pixel, 

their coordinates are saved as additional information. In this case, 𝑝𝑟𝑒𝑑𝐸 is presented by the original pixel 

value, and the binary form is given by (4). The predicted error value benefit is that the pixel values are more 

identical to increase the compression rate, thereby generating more free room for embedding data [24]. 
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𝑝𝑟𝑒𝑑𝐸𝑘(𝑖, 𝑗) = ⌊
|𝑝𝑟𝑒𝑑𝐸(𝑖,𝑗)|

2𝑘−1 ⌋ 𝑚𝑜𝑑 2          𝑘 = 1, 2, … … .7   (3) 

 

𝑝𝑟𝑒𝑑𝐸𝑘(𝑖, 𝑗) = [
𝑥(𝑖,𝑗)𝑚𝑜𝑑29−𝑘

28−𝑘 ]                  𝑘 = 1, 2, … … .8 (4) 

 

𝑝𝑟𝑒𝑑𝐸𝑘(𝑖, 𝑗) is the binary conversion of current 𝑝𝑟𝑒𝑑𝐸(𝑖, 𝑗), and ⌊ ⌋ is a floor function.  
 

3.3.  Compressed bit-stream 

This part focuses on image compression [25], which aims to maximize the available space for data 

hiding through a bit-plane reordering. This reordering is followed by a compression process that optimizes 

the vacated room for embedding secret data. This technique ensures a more efficient compression, thereby 

enlarging the capacity for data hiding. Furthermore, it enhances the security of the hidden data, as the bit-

plane reordering introduces an additional layer of complexity, making unauthorized detection and extraction 

significantly more challenging.  
 

3.3.1. Bit-plane reordering 

Yin et al. [18] and Wu et al. [26] have adopted the rearrangement of the image bit-planes into bit-

streams based on block. In this paper, full bit-plane reordering is proposed to improve embedding capacity. For 

this purpose, four scanning type directions [27] are introduced as illustrated in Figure 4. Figure 5 illustrates the 

bit-plane reordering types. From the bit-plane shown in Figure 5(a), four bit-streams of adjacent ‘0’ and ‘1’ 

are generated depending on the type direction which is identified by two bits, as shown in Figure 5(b), and 

presented by Figure 6. 
 

 

    
Horizontal direction Vertical direction Zigzag direction Spiral direction 

 

Figure 4. Different direction scanning of the bit-planes image 
 
 

  
(a) (b) 

 

Figure 5. The bit-plane reordering types (a) the bit-plane and (b) the reordered bit-plane 
 

 

 
 

Figure 6. Reordered bit-stream 
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3.3.2. Compression concept 

Once a bit-stream is obtained, the compression is required to vacate room for data hiding. Four 

compressed bit-streams CBS will be generated for each bit-plane, and the shortest of them is taken, as shown 

in Figure 7. The compressing step consists firstly of determining 𝐿, which is the number of the same 

consecutive bits. Then 𝐿 is compared to the chosen default value, noted 𝐿𝑓𝑖𝑥, in which two cases of 

compression are provided [18]: 

Case1: if 𝐿 < 𝐿𝑓𝑖𝑥: 𝐿𝑝𝑟𝑒 = 0, and the value of Lmid is the identical bits of length less than Lfix. 

Case2: if 𝐿 ≥ 𝐿𝑓𝑖𝑥: 𝐿𝑝𝑟𝑒 composed of 𝑙 − 1consecutive 1 and terminates with 0, and 𝐿𝑡𝑎𝑖 = 0 𝑜𝑟 1 depending 

on the identical bits. 

Where 𝐿𝑝𝑟𝑒, 𝐿𝑚𝑖𝑑, and 𝐿𝑡𝑎𝑖 denote the prefix, middle, and tail of the partially compressed bit-streams, 

respectively. 𝑙 and 𝐿𝑚𝑖𝑑  are calculated as follows: 

 

𝑙 = ⌊𝑙𝑜𝑔2𝐿⌋ (5) 

 

𝐿𝑚𝑖𝑑 =  (𝐿 − 2𝑙)2 (6) 

 

Depending on the cases, the sub-sequences of the original bit-stream will be compressed, as illustrated in the 

following example, with 𝐿𝑓𝑖𝑥=5: 

 

Original bit-stream: 0000000001100111111111111111     (Length: 35) 

Compressed bit-stream: 1100010 01100 011011101     (length: 21) 

The 35 original bits are compressed into 21 bits, which means that several vacated rooms will be 

generated for data hiding. 

 

 

 
 

Figure 7. The shortest bit-stream 

 

 

The compressed image is obtained as follows: i) the predicted error image is decomposed into eight 

bit-planes. ii) each bit-plane is reordered depending on the four different types, then compressed according to 

the two above cases. The length of the shortest CBS determines whether the bit-plane is compressible or not, 

and it will be marked by 1 or 0, the 1 mark indicates that the bit-plane is compressed. In this case, the 

1stSub-seq 2ndSub-seq    3rdSub-seq 
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compressed bit-plane is represented by one bit of the mark followed by two bits of the type identification. 

Then the compressed bit-plane is followed by the shortest CBS bits. In the case that the bit-plane is not 

compressible, it is represented by one bit of the mark followed by the original bit-stream. iii) auxiliary 

information contains the parameter 𝐿𝑓𝑖𝑥 converted into three binary bits as well as the overflow number 

stored in eight binary bits, both are situated at the top bits of the MSB bit-plane. The length in binary of total 

compressed and uncompressed bit-planes is stored in eight binary bits and then located in the last bits of the 

LSB bit-plane. iv) finally, by connecting the compressed bit-planes followed by uncompressed bit-planes and 

then the vacated rooms completed with 0, the compressed image 𝐼𝐶  is obtained, as shown in Figure 8. 

 

 

 
 

Figure 8. Compressed image bit-planes 

 

 

3.4.  Encryption image 

There are several techniques for encrypting images [22], the encrypted image 𝐼𝑒  is obtained using 

stream cipher by XORing bit by bit the compressed image 𝐼𝐶(𝑖, 𝑗) of size 𝑀 ∗ 𝑁 by the pseudo-random 

matrix  𝑅( 𝑖, 𝑗) of the same size of 𝐼𝐶  generated by the encryption key 𝐾𝑒, according to (7) [28]. 

 

𝐼𝑒(𝑖, 𝑗) = 𝐼𝐶
𝑘(𝑖, 𝑗)⨁𝑅𝑘(𝑖, 𝑗) (7) 

 

𝐼𝐶
𝑘(𝑖, 𝑗) and 𝑅𝑘(𝑖, 𝑗) are the binary conversions of 𝐼𝐶(𝑖, 𝑗) and 𝑅(𝑖, 𝑗), respectively, as shown in (4). 

 

3.5.  Data hiding 

At this stage, the image owner and the data-hider can be the same. Therefore, the data-hiderhas first to 

extract the auxiliary information stored in the LSB bit-plane of the encrypted image to deduce the net 

capacity embed 𝑁𝐶  given by (8). After that, the additional data is encrypted by data hiding key 𝐾𝐷 to increase 

security and will be then embedded in the vacated room by substitution. Finally, the resulting marked 

encrypted image 𝐼𝑒𝑀  is generated and transmitted to the recipient. 

 

𝑁𝐶 = (𝑀 ∗ 𝑁) −  𝑇𝐶𝐵𝑆 − 𝐴𝑖𝑛𝑓 − 𝐵𝑙𝐶𝐵𝑆  (8) 

 

Where (𝑀 ∗ 𝑁), is the size of the original image,𝑇𝐶𝐵𝑆 is the total bits of compressed and uncompressed bit-

and it can be computed, 𝐴𝑖𝑛𝑓 is theauxiliary information’seleven bits length, and 𝐵𝑙𝐶𝐵𝑆 , which equals eight 

bits storing the 𝑇𝐶𝐵𝑆 length in binary. 

 

3.6.  Data extraction and image reconstruction 

In this receiving phase, reversely the recipient has to extract the secret data without errors and 

reconstruct completely the original image. Knowing 𝐴𝑖𝑛𝑓, 𝐵𝑙𝐶𝐵𝑆, and 𝑇𝐶𝐵𝑆 and according to (8), the 

encrypted secret data is extracted from 𝐼𝑒𝑀 . To recover the encrypted image, the 𝐿𝑓𝑖𝑥 and the overflow pixels 

can be first extracted from the MSB bit-plane. Consequently, from the LSB bit-plane, the mark, the type 

identification, and the CBS length of each bit-plane are deduced. Finally, the encrypted image can be 

reconstructed. In conclusion, to extract the additional data and reconstruct the lossless original image 

depending on the key that the recipient contains, three scenarios are therefore possible: i) the receiver 

contains 𝐾𝐷 the key of data hiding, ii) the receiver contains 𝐾𝑒 the key of image encryption, and iii) the 

receiver contains 𝐾𝐷 and 𝐾𝑒. 
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4. RESULTS AND DISCUSSION 

The proposed method will be tested on the images in Figure 9. These are three common test images 

of standard 512×512 grayscale: Figures 9(a)-9(c). The performance will be evaluated using two metrics, 

namely peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM). This evaluation 

aims to verify the visual quality and similarity between the original image and the reconstructed image. The 

encrypted marked image is assessed using the embedded rate parameter (ER), which represents the amount of 

embedded data in the encrypted image per pixel. At the recipient's end, the embedded data can be extracted, 

and the original image can be restored without any loss. The ER is calculated by dividing the net embedding 

capacity N_C by the image size, expressed in bits per pixel (bpp). 

 

 

   
(a) (b) (c) 

 

Figure 9. The grayscale test images; (a) Lena, (b) Man, and (c) Baboon 

 

 

4.1.  Performance analysis of the proposed method 

It should be stated that the experimental results shown in Figure 10, were obtained with the 

parameter 𝐿𝑓𝑖𝑥 = 3 and that their evaluation was realized by PSNR and SSIM metrics based on the test image 

Lena of 512x512 pixels shown in Figure 10(a). Figure 10(b) presents the pre-processed image with the 

histogram equalization, whereas Figure 10(c) shows its histogram. The encrypted image in Figure 10(d) is 

obtained after vacating room, by XORing the compressed image 𝐼′ with the pseudo-random generated matrix 

𝑅 of the same size as 𝐼′ with the encryption key 𝐾𝑒. Figure 10(e) is the encrypted marked image 𝐼𝑒𝑀 by the 

secret data and auxiliary information. The attained embedding rate 𝐸𝑅 is 3.5822 bpp and the recovered image 

shown in Figure 10(f) is identical to the pre-processed image shown in Figure 10(b) with 𝑃𝑆𝑁𝑅 =  +∞, 

𝑀𝑆𝐸 = 0, and 𝑆𝑆𝐼𝑀 = 1. The same values of 𝑃𝑆𝑁𝑅, 𝑀𝑆𝐸, and 𝑆𝑆𝐼𝑀 are obtained for the other test images 

or 𝑃𝑆𝑁𝑅 =  +∞, 𝑀𝑆𝐸 = 0, and 𝑆𝑆𝐼𝑀 = 1, that is to say that our method is completely reversible. 

 

 

   
(a) 

 

(b) 

 

(c) 

 

   
(d) (e) (f) 

 

Figure 10. The experimental results with the test image Lena; (a) original image, (b) pre-processed image,  

(c) histogram of the preprocessed, (d) encrypted image, (e) marked encrypted image, and (f) recovered image 

with (PSNR→+ ∞dB, SSIM= 1.0) 
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As can be seen, the 𝐸𝑅 values of the pre-processed images presented in Table 1 are remarkably 

higher than the 𝐸𝑅 values of the images without pre-processing presented in Table 2. This demonstrates the 

impact of the histogram equalization step on the compression of images based on the similarity of the 

adjacent bits. The 𝐸𝑅 changes from one image to another according to the image grayscale, the longer the 

vacated room length is, the higher the 𝐸𝑅 is.  

To prove that the suggested method has a superior 𝐸𝑅, 200 random images from BOSSbase [29] and 

BOWS-2 [30] datasets are selected, where each one has 10,000 grayscale images of 512×512. A sample of 

the obtained results is recapitulated in Table 3. The metrics results range between a maximum and a 

minimum value of 𝐸𝑅 for both datasets. For the images of BOSSbase, the reached ER is 0.8694 bpp for the 

min value, 6.0892 bpp for the max value, and 3.885 bpp for the average value. For the BOWS-2 database, the 

𝐸𝑅 for the min value and the max value are 0.713 bpp and 5.89 bpp, respectively, and the average 𝐸𝑅 is 

equal to 3.774 bpp. As we can see, for all the tested images the 𝑃𝑆𝑁𝑅 tends to + ∞, 𝑀𝑆𝐸 = 0, and SSIM 

equal to 1, which means that the original image is losslessly recovered, and additional data are correctly 

extracted as well. 

 

 

Table 1. The embedding rate with histogram equalization 
Image Vacated room (bit) Embedding rate (bpp) 
Lena 939059 3.5822 

Man 804240 3.0679 
Baboon 713039 2.7200 

 

 

Table 2. The embedding rate without histogram equalization 
Image Vacated room (bit) Embedding rate (bpp) 
Lena 756389 3.038 
Man 594013 2.266 

Baboon 356441 1.359 

 

 

Table 3. Results for the different databases 
Database Indicators Max ER value MinER value Average value 

BOSSbase ER (bpp) 6.0892 0.869 3.885 

 PSNR + ∞ + ∞ + ∞ 

 SSIM 1 1 1 
BOWS-2 ER (bpp) 5.891 0.713 3.774 

 PSNR + ∞ + ∞ + ∞ 

 SSIM 1 1 1 

 

 

4.2.  Comparison with the related work 

This subsection presents the ranking of this method compared to the latest methods [9], [15], [17], 

[19], and [26] that use reversible data hiding and are realized simultaneously with data hiding extraction and 

image reconstruction. These methods focused as well on the embedding rate in the encrypted image. Figure 11 

shows the 𝐸𝑅 of the common test images of these methods, which are Lena and Baboon. The bar graph 

demonstrates that the 𝐸𝑅 ofthe two test images of the suggested methods is greater than the 𝐸𝑅 of the other 

methods. Thus, we can deduce that the ER of the suggested method is themost effective. 

 

 

 
 

Figure 11. The ER of the common test images of the latest methods 
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Figure 12 illustrates an evaluation of both datasets [29] and [30]. As it can be seen, for BOSSbase 

dataset images, the average ER value reached by [15] is less than 1bpp, because this method is centered on 

one-bit MSB substitution, and the average ER of [17] proposed by Xiang et al is equal to 3.361 bpp, since 

this method is based on multi MSB substitution for each pixel, whereas the [19] method based on bit-plane 

compression reaches an average value of 3.763 bpp, which is improved compared to the previous methods. 

The suggested method stands out from the other methods by the highest average ER equal to 3.885 bpp due 

to multi-scanning directions. The BOWS-2dataset the same description is given for the BOSSbase dataset. 
 

 

 
 

Figure 12. The average ER (bpp) ranking for BOSSbase and BOWS-2 datasets images 
 

 

In this paper, we proposed an effective method for reversible data hiding in an encrypted image.  

We first applied pre-processing by histogram equalization to the original image, then, a predicted error value 

is generated by the pre-processed image predicted value that is compressed by bit-plane in order to generate a 

vacated room. To conclude, the secret data and the auxiliary information are embedded into the encrypted 

image by substituting the LSB. The practical results prove that the pre-processed image is perfectly 

reconstructed without error (SSIM =1 and PSNR tends to + ∞ with MSE =0), which means that the original 

image and the reconstructed image are the same and the embedded data in average is equal to 3.885 bpp, 

where the data embedding capacity in the encrypted image is improved. In addition, our method which relies 

on bit-plane compression according to different directions and histogram equalization proved its 

effectiveness and accuracy compared to the latest related works. 
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