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 This paper aims to present a comprehensive review of advanced techniques 

and models with a specific focus on deep neural network (DNN) for 

resource-constrained environments (RCE). The paper contributes by 
highlighting the RCE devices, analyzing challenges, reviewing a broad range 

of optimization techniques and DNN models, and offering a comparative 

assessment. The findings provide potential optimization techniques and 

recommend a baseline model for future development. It encompasses a 
broad range of DNN optimization techniques, including network pruning, 

weight quantization, knowledge distillation, depthwise separable 

convolution, residual connections, factorization, dense connections, and 

compound scaling. Moreover, the review analyzes the established 
optimization models which utilizes the above optimization techniques.  

A comprehensive analysis is conducted for each technique and model, 

considering its specific attributes, usability, strengths, and limitations in the 

context of effective deployment in RCEs. The review also presents a 
comparative assessment of advanced DNN models’ deployment for image 

classification, employing key evaluation metrics such as accuracy and 

efficiency factors like memory and inference time. The article concludes 

with the finding that combining depthwise separable convolution, weight 
quantization, and pruning represents potential optimization techniques, while 

also recommending EfficientNetB1 as a baseline model for the future 

development of optimization models in RCE image classification. 
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1. INTRODUCTION 

Deep neural networks (DNNs) have been widely used for image classification tasks due to their 

exceptional accuracy and performance [1][4]. Nevertheless, deploying these valuable models on devices 

with limited resources, including mobile phones and embedded systems, remains challenging task due to the 

low computing and energy capacities of these resources [5], [6]. These devices are collectively referred to as 

resource-constrained environment (RCE), characterized by constrained computing capacities, as illustrated in 

Table 1, where central processing unit (CPU) frequency ranging from 1.2 GHz to 2.84 GHz, and random-

access memory (RAM) capacity varies from 1 GB to 8 GB. 

The rapid growth of the internet of things (IoT) and the growing popularity of mobile devices have 

highlighted the importance of adapting DNNs for use in these RCEs [4], [7][9]. Given the limitation of RCE 

https://creativecommons.org/licenses/by-sa/4.0/
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devices, deploying DNNs on such devices requires careful consideration of several challenges including 

increased model size and computational complexity [10], [11]. Furthermore, RCE devices, which operate 

under limited resources necessitate optimization approaches that reduce model size and resource 

consumption while preserving accuracy. 

 

 

Table 1. Typical resource-constraint environment with their specifications 
Device name CPU model CPU frequency (GHz) RAM (GB) 

Raspberry Pi 4B Broadcom BCM2711 1.5 2-8 

NVIDIA Jetson Nano NVIDIA Carmel ARMv8.2 1.43 4 

Google Coral Dev Board NXP i.MX 8M 1.5 1-4 

Google Pixel Qualcomm Snapdragon 821 2.15 4 

iPhone XR Apple A12 Bionic 2.49 3 

Google Pixel 3 Qualcomm Snapdragon 845 2.5 4 

Google Pixel 2 Qualcomm Snapdragon 835 2.35 4 

Google Pixel 4 Qualcomm Snapdragon 855 2.84 6 

Xiaomi Mi 10 Qualcomm Snapdragon 865 2.84 8 

Samsung S10 Exynos 9820 2.73 8 

Huawei P30 Pro Kirin 980 2.6 8 

Sony Xperia ZL Quad Core 1.5 2 

940MX Core Speed 1.2 4 

Source: depicted from [9], [12][14] 

 

 

The rapid popularity of RCEs in recent years, driven by smart devices and IoT, has intensified the 

demand for implementing DNNs in these environments [10], [11]. The advantages of deploying DNNs on 

RCEs are numerous, including real-time image classification, low latency, reduced bandwidth usage, and 

enhanced privacy and security [15]. DNNs on RCE devices enable rapid data processing, facilitating faster 

decision-making in various domains, including agriculture, transportation, healthcare, smart homes, and 

autonomous vehicles.  

However, deploying very deep neural networks on RCE devices poses challenges due to their 

substantial size and high computational requirements [10]. In response to these challenges, numerous studies 

have emerged, exploring various techniques and DNN models. Han et al. [16] employed a pruning technique 

to reduce the size of networks in AlexNet [17][20] by 9x without compromising accuracy in image 

classification. Similarly, Li et al. [21] utilized filter pruning techniques to lower inference costs for DNN 

models, such as VGG-16 [22] and residual network (ResNet)-110 [23], on the CIFAR10 [24] image 

classification dataset. Despite its benefits, pruning the DNN architecture can result in accuracy loss and 

introduce complexity during model training. Another approach is the quantization of the network, where 

floating-point numbers representing weights and activations are quantized to a smaller number of bits. For 

example, Yang et al. [25] applied weights and activation quantization to enhance image classification 

accuracy. However, the use of fewer bits for weights may lead to a loss of precision, impacting neural 

network accuracy. Knowledge distillation, as used in [26], [27] involves transferring knowledge from a large 

and complex DNN (teacher network) to a smaller and simpler DNN (student network). While distillation has 

improved accuracy [28], it may result in information loss during the transfer and require additional 

computational cost for training the large model. Dense connection, an optimization technique used in [29], 

[30] connects all layers in the DNN architecture directly to each other, facilitating efficient information flow 

to prevent loss. On the other hand, Chollet [31] applied depthwise separable convolution techniques, which 

use depthwise convolution and pointwise convolution to train and run more complex models [32], [33] with 

limited computational resources. However, the use of depthwise convolution techniques in DNN models 

reduces the prediction accuracy of the trained model during inference time [33]. Tan and Le in [34] 

introduced the compound scaling technique, involving scaling the depth, width, and resolution of a neural 

network simultaneously to achieve better accuracy. While compound scaling can improve accuracy, it 

demands additional computational resources, memory, and CPU [35]. Accordingly, several DNN models 

such as MobileNet [32], [33], [36][39], ResNet [18], [20], [23], [40][44], InceptionNet [18], [40], [45], 

[46], DenseNet [29], [44], [47], and EfficientNet [34], [48] have incorporated these techniques for RCE-

based image classification, each offering its own set of advantages and limitations. 

The objective of this paper is to review and analyse the aforementioned techniques and DNN 

models in order to identify the suitable techniques and base line model to propose a new DNN model for 

DNN based image classification on RCEs. The paper offers a comprehensive review of these state-of-the-art 

optimization techniques and models for deploying DNNs in RCE devices by analyzing their attributes, 

usability, strengths and weaknesses. Furthermore, it introduces a novel DNN model considering the 
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advantages of combining multiple optimization techniques with an appropriate baseline DNN model for 

image classification in RCE devices, serving as a valuable reference for future research. The insight 

presented in this paper can be a useful reference for researchers and professionals engages in the 

development of DNN for RCE devices. 

 

 

2. RESEARCH METHOD 

The research method commenced with a comprehensive review of significant research articles, 

including peer-reviewed journals and conference proceedings, in the state-of-the-art field up to the year 2023. 

The review encompassed papers sourced from reputable online databases for computer science research such 

as Google Scholar, Scopus, Elsevier, IEEE Xplore, ACM, Science Direct, Web of Science, Emerald, and 

Springer. Initially, a focused review aimed to acquire existing knowledge on DNN-based image classification 

for resource limited devices RCE from journals and articles. Keywords such as “deep neural network,” 

“image classification,” “resource-constrained environment,” and “optimization techniques” were employed 

to establish a foundation of knowledge on the implementation of DNN-based image classification 

applications on RCE devices. This study identified potential DNN optimization techniques, including 

network pruning, weight quantization, knowledge distillation, depthwise separable convolution, residual 

connections, factorization, dense connections, and compound scaling. The extracted optimization techniques 

underwent a comprehensive analysis using a Table 2, examining their principles, usages, strengths, and 

weaknesses concerning the implementation of these techniques for deploying DNN models on RCE devices. 

Another phase of the review used the keywords “DNN models utilizing the identified optimization 

techniques” to identify potential DNN models incorporating the above optimization techniques for image 

classification applications on RCE devices. The extracted DNN models then underwent a comparative 

analysis of their architectural structure, usage, strengths, and weaknesses using a Table 3. Furthermore, the 

study performed an additional analysis by tabulating empirical data, including “DNN models”, “model size,” 

“inference time,” and “accuracy,” to identify the trade-offs among these factors influencing DNN 

deployment on resource-limited devices RCE (refer to Table 4). This analysis aims to determine the most 

promising DNN base model for the development of new models for image classification in RCE devices in 

the future. 

 

2.1.  Optimization techniques 

Deploying DNNs on RCE devices can be difficult because these devices have limited computational 

resources and energy constraints. To address these challenges, researchers have created various optimization 

techniques. These techniques can help reduce the size and complexity of DNNs while maintaining their 

performance. The following section review each of these techniques including its principles along with their 

strengths and weaknesses. 

 

2.1.1. Network pruning 

Network pruning [21], [49], [50] is a technique used to reduce the computational cost and memory 

requirements of DNNs by eliminating unimportant connections and weights. It can be implemented during or 

after training, based on the importance of weights. Studies have shown that pruning can significantly reduce 

the size of DNNs while maintaining their accuracy. For example, Han et al. in [16] used network pruning to 

reduce the size of AlexNet by 9x without affecting its accuracy. Similar to this, Li et al. in [21] employed 

pruning to lower inference costs for VGG-16 and ResNet-110 on the CIFAR10 image classification datasets 

by up to 34% and 38%, respectively. Pruning has several advantages [16], [21], such as making DNNs more 

efficient for memory-limited devices, especially for RCE devices with limited memory and computational 

resources. Pruned networks require fewer weights and computations, allowing them to be trained and used 

for inference faster than unpruned ones. However, pruning the network in some cases can have a negative 

impact on prediction accuracy [51]. 

 

2.1.2. Quantization 

Weight quantization is a method that reduces the precision of weights in DNNs by using fewer bits 

instead of floating-point numbers. It can significantly reduce memory and energy requirements while 

maintaining accuracy [25]. Weight quantization is beneficial for DNNs training and deployment, as it allows 

for memory savings and faster inference times. However, it can also result in a loss of precision, especially 

for smaller models, and introduce errors that accumulate across layers. Therefore, a careful balance between 

accuracy and memory usage is essential to achieve the desired level of accuracy without sacrificing memory 

efficiency. 
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2.1.3. Knowledge distillation 

Knowledge distillation [26], [27] is a technique that involves transferring knowledge from a larger, 

more complex neural network, known as the teacher network, to a smaller, simpler one, known as the student 

network. The teacher network generates soft targets or probability distributions for each input, which the 

student network uses to learn from. Knowledge distillation has been shown to significantly improve the 

accuracy and performance of small and simple neural networks. For example, Fu et al. [28] proposes a 

method of knowledge distillation called interactive knowledge distillation for training a light-weight student 

network under the guidance of a well-trained, large teacher network that outperformed a larger and more 

complex DNN on several image classification tasks. 

 

2.1.4. Depthwise separable convolution 

Depthwise separable convolution [7], [31] is a technique used in DNNs to maintain high accuracy 

while reducing the number of parameters and computations required. It combines two types of convolutions: 

depthwise convolution and pointwise convolution. Depthwise convolution applies different weights to each 

input channel independently, while pointwise convolution operates on a single pixel at a time and combines 

information from different channels of the input. To create a depthwise separable convolution, a depthwise 

convolution is applied to the input data, producing a set of feature maps with the same spatial dimensions as 

the input. 

Then, a pointwise convolution is applied to the output of the depthwise convolution, using a 1x1 

filter to combine information from different channels of the output feature maps. This resulting convolutional 

layer requires fewer parameters and computational cost than a traditional convolutional layer, making it 

particularly useful in applications with limited computational resources. Depthwise separable convolution has 

several advantages, including reducing model size by significantly reducing the number of model parameters, 

faster training and inference, and improved regularization and generalization of the model. However, it may 

lead to a reduction in accuracy compared to traditional convolutional layers, particularly when the input data 

contains complex spatial patterns. Optimizing depthwise separable convolutional layers can be challenging 

due to the significant impact of hyperparameters on model accuracy. 

 

2.1.5. Residual connections 

Residual connections, also known as skip connections, are a technique used in DNNs to overcome 

the vanishing gradient problem [52], [53] and improve information flow [32], [36], [54], [55]. In a 

feedforward neural network, each layer nonlinearly transforms the input, and the output of one layer is fed as 

input to the next. The final layer produces the network's prediction. The vanishing gradient problem can 

hinder convergence or prevent it in deep neural networks with many layers. Residual connections solve this 

problem by enabling the network to skip one or more layers instead of passing through each layer in 

sequence. A shortcut connection is added that bypasses one or more layers and feeds directly to a later layer. 

The key idea behind residual connections is that the network can learn the identity function as a special case, 

allowing it to pass the input through the residual connection without applying any nonlinear transformations. 

 

2.1.6. Factorization of convolution 

Factorization of convolution [56], [57] is a technique used in DNN structures to reduce the 

computational load of convolutional layers while retaining their expressive abilities. This involves breaking 

down a traditional convolution operation into smaller operations, each with fewer parameters than the 

original filter. This can be particularly useful on resource-limited devices like mobile phones or embedded 

systems. Advantages of factorization of convolution include increased computational efficiency and reduced 

number of parameters. Factorization can make convolutional layers more efficient to train and run, resulting 

in faster inference times and lower memory requirements. It can also reduce the number of parameters in a 

model, preventing overfitting and making models more robust to noisy or sparse input data. 

 

2.1.7. Dense connection 

Dense connection [29], [30], [47] is a technique in DNNs that connects all layers directly to each 

other, unlike traditional feedforward neural networks. It involves feeding the output of each layer as an input 

to all subsequent layers, creating a dense graph of connections. This technique improves gradient flow during 

backpropagation, addressing the vanishing gradient problem and enabling faster and more stable training of 

deep neural networks. It promotes feature reuse and prevents overfitting, leading to better generalization and 

performance on new data. Dense connection reduces the number of parameters required in the network.  

It reduces the complexity of the model resulting in faster training and inference times and reducing the risk of 

overfitting. It has been shown to improve performance of deep neural networks, particularly on image 

classification and recognition tasks. However, it requires a large number of connections between layers, 
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increasing computational cost, memory usage, and complexity. The implementation of dense connection 

requires careful tuning and hyperparameter selection to achieve optimal performance. 

 

2.1.8. Compound scaling 

Compound scaling [34] and Swish activation [58] are two techniques used in DNN to enhance their 

performance. Compound scaling involves scaling the depth, width, and resolution of a neural network 

simultaneously to improve accuracy and efficiency. This approach is based on the idea that networks with 

more parameters are more accurate but also more computationally expensive. By scaling the network 

architecture appropriately, it can lead to faster training and inference times. Compound scaling can 

significantly improve model accuracy while reducing training time and allowing for better resource 

management. However, it can add complexity to the design process and risk overfitting if the network is 

scaled too aggressively. 

 

2.2.  Deep neural network models 

DNN models use a range of optimization techniques to operate at optimal efficiency in deep 

learning applications. These models, referred to as optimization models, play a crucial role in enhancing the 

efficiency and effectiveness of DNNs. The popular optimization models for image classification in RCE 

devices have been discussed in the following section. 

 

2.2.1. ResNet 

ResNet is a kind of DNN based on ResNet that is made up of residual blocks [18], [23], [59][61]. 

These blocks have skip or shortcut connections that let identity mappings get through weight layers. There 

are several versions of ResNet [62] for image classification tasks. For example, the ResNet-50 model a 

version of ResNet, which has 50 layers with 48 convolutional layers, one MaxPool layer, and one average 

pool layer, has been a popular choice. ResNet's skip connections enhance the output of weight layers and 

identity mappings to prevent the vanishing gradient problem in deep layers. ResNet uses bottleneck layers 

with 1x1 filters to decrease the amount of parameters, and the weight layers are commonly made up of two 

3x3 convolutional layers. With these bottleneck layers, two layers are replaced by three layers of 1x1, 3x3, 

and 1x1 filters, with the 1x1 filters being used to first lower and then increase the number of weights. 

ResNet152 is another version ResNet which is a 152-layer ResNet that is the deepest version of ResNet.  

It has the most parameters and is the most complex, but it can achieve even higher accuracy on some tasks. 

ResNet50 is a deep neural network that has shown remarkable accuracy in image classification tasks, 

particularly on benchmark datasets like ImageNet. Its 50-layer depth allows it to capture intricate patterns 

and features within images, making it an excellent choice for recognizing complex visual elements. 

 

2.2.2. DenseNet 

Huang et al. in [29] developed DenseNet, a kind of DNN that expands on the ResNet-introduced 

residual learning paradigm and DenseNet block. In a DenseNet block, as opposed to ResNet, each layer is 

joined to all the succeeding layers with equivalent feature map dimensions through concatenation rather than 

addition. The ResNet bottleneck architecture, which uses a 1x1 filter to limit the number of input channels 

before being routed into the 3x3 convolution layer, is comparable to the architecture of the convolution layers 

in DenseNet. A compression or transition layer is used between DenseNet blocks to reduce the amount of 

feature mappings. DenseNet uses a lot less training data than ResNet while still being about as accurate.  

The network is made up of a convolution layer, four DenseNet blocks, three transition layers, and a fully 

connected (FC) layer at the bottom. DenseNet includes multiple versions, among which DenseNet-121 [60] is 

the smallest version with 121 layers. It has 4 dense blocks and 3 transition layers, and it is typically used for 

small-scale image recognition tasks. DenseNet is a densely connected convolutional neural network 

architecture that enhances information flow, memory efficiency, and speed of training. 

 

2.2.3. MobileNet 

Embedded and mobile vision applications made use of DNNs of the MobileNet design [32], [60]. 

MobileNet is specifically designed to run on low-processing-power hardware, such as smartphones and IoT 

devices. The fundamental idea of MobileNet is that it uses of depthwise separable convolutions, which 

separate the standard convolution process into a depthwise convolution and a pointwise convolution. While 

the depthwise convolution applies a single filter to each input channel, the pointwise convolution utilizes a 

1x1 filter to aggregate the outputs. By doing this, precision is maintained while fewer computations and 

parameters are needed. MobileNet also uses other techniques, such as linear bottlenecks with shortcut links, 

to improve speed and reduce model size. Additionally, the MobileNets may be modified using the width and 

resolution multipliers, also known as model shrinkage hyperparameters. The width multiplier is used to 

proportionately reduce the number of channels in the network at each layer, which lowers the overall number 
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of parameters for that layer. By changing the input resolution for the model, the implicit setting of the 

resolution multiplier lowers the computational cost of the model. MobileNet is an efficient DNN designed for 

resource-constrained devices like smartphones and IoT devices. It balances model size, accuracy, and 

performance by using depthwise separable convolutions and techniques like linear bottlenecks and shortcut 

connections. 

 

2.2.4. Inception network 

A DNN architecture called inception [45], [60] was developed by Google researchers to address 

scalability issues in DNNs, notably for image recognition applications. As part of the inception idea, many 

filters of different sizes are included at every level of the network to capture features at various scales.  

Each layer of an inception network uses convolutional layers of different sizes, such as 1x1, 3x3, and 5x5. 

The output from these layers is then aggregated and fed to the layer below. This lowers the number of 

parameters while preserving the network’s ability to learn and gather data at different sizes. The inception 

architecture has undergone a number of revisions, with each one bringing new changes and advancements. 

Two of them have enhanced the original Inception architecture: inception-v3 [18] and inception ResNet-v2 

[63], [64]. With 48 layers, inception-v3 use “inception modules” to quickly calculate filters of various sizes 

inside a layer. For improved gradient flow and feature representation learning, inception ResNet-v2, with 164 

layers, combines the inception architecture with residual connections. 

 

2.2.5. EfficientNet 

EfficientNet, introduced by Tan and Le [34], is a DNN model designed to achieve high accuracy 

with fewer parameters and processing than other models like ResNet and inception. It consists of 

convolutional layers, global average pools, and a fully connected layer for classification. The convolution 

layers are organized in repeating blocks, with skip connections enhancing the gradient flow and information 

flow. EfficientNet has achieved state-of-the-art performance on various image classification benchmarks, 

including ImageNet, and is well-suited for deployment on limited resources, such as mobile devices and edge 

computing systems. EfficientNetB1 [48], a variation of EfficientNet, offers state-of-the-art performance 

while maintaining a small model size and low computational cost. It is suitable for applications on devices 

with RCEs due to its modest model size, manageable parameters, and relatively high accuracy. 

EfficientNetB1 achieves efficiency by employing swish activation functions and squeeze excitation (SE) 

blocks (a special kind of block to which gives priority to the weights according to its features), increasing the 

network's expressiveness, and compound scaling, scaling the network's depth, width, and resolution in a 

principled manner. EfficientNetB1 is a viable alternative for developing new DNN models for low-resource 

devices, as it achieves a reasonable balance between accuracy and efficiency. 

 

 

3. RESULTS AND DISCUSSION 
The article explore the challenges associated with deploying DNNs on devices with limited 

resources and introduces various optimization techniques and models suitable for deploying DNNs on RCEs. 

Section 2 introduces various optimization techniques and offering a comprehensive overview by applying 

these techniques to diverse DNN models. The ensuing Table 2 encapsulates the discussed optimization 

techniques for image classification on RCE devices, detailing their respective advantages and drawbacks. 

Table 2 illustrates that there are many different strategies that appeal inside the DNNs, each with 

their own advantages and disadvantages. For instance, network pruning provides the attractive prospects of a 

smaller model and faster inference. However, there are certain limitations, such as the trade-off between 

accuracy and increased training complexity. Contrarily, weight quantization reduces memory requirements 

and speeds up inference while potentially degrading model performance and accuracy. 

Knowledge distillation works as a way to transfer knowledge from a complicated DNN to a 

straightforward one, encouraging effectiveness and quick inference. However, it might result in information 

loss and a rise in computing expenses. Meanwhile, depthwise separable convolution reduces model size and 

speeds up training, but there is a chance that accuracy will suffer. Residual connections and factorization 

provide problems like overfitting and the requirement for demanding tuning along with enticing benefits like 

accuracy gains and increased operational efficiency. Although careful trade-off is required and may increase 

model complexity and memory usage, factorization and residual connections may promise improvements in 

speed and performance. Dense connections reduce the number of parameters and improve performance, but 

they also increase the complexity of the architecture and add computational and memory expenses. Finally, 

compound scaling improves training effectiveness, precision, and resource management, while they 

frequently come with increased computing cost. 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Deep neural networks optimization for resource-constrained environments: techniques … (Raafi Careem) 

1849 

Table 2. Analysis of DNN optimization techniques for image classification 
DNN deployment 

optimization techniques 

Strengths Weaknesses Example DNN models 

using the technique 

Connected 

references 

Network pruning Reduced model size; 

increased inference 

speed 

Loss of accuracy; increased 

training complexity 

ResNet, VGG16, VGG19 [21], [49], 

[50] 

Weight quantization Reduced memory; 

faster inference; lower 

power 

Reduced model accuracy; 

reduce performance 

MobileNetV2 [25], [65], 

[66] 

Knowledge distillation Efficient models; faster 

inference 

loss of information; 

computational cost 

MobileNetV3 [26][28], 

[65], [67], 

[68] 

Depthwise separable 

convolution 

Reduction in model 

size; faster training and 

inference 

complex spatial patterns MobileNet, Xception, 

EfficientNet, 

[7], [31], 

[41] 

Residual connections Improved accuracy; 

easier training; 

improved gradient flow 

Increased complexity ResNet, DenseNet, and 

Inception-v4. 

[32], [41], 

[44], [54], 

[55], [69], 

[70] 

Factorization of 

convolution 

Computational 

efficiency; reduced 

number of parameters; 

improved accuracy 

Increased model complexity InceptionV3, MobileNet, 

Xception, EfficientNet, 

and ShuffleNet, 

InceptionResNetV2 

[56], [57] 

Dense connections Reduced network 

parameters; better 

performance 

Increased computational cost 

increased memory usage 

more complex architecture 

DenseNet, DenseNet121 [29], [30], 

[44], [47] 

Compound scaling and 

swish activation 

Improved accuracy; 

efficient training and 

resource management 

Increased computational cost EfficientNet MobileNetV3 [34], [39], 

[48], [58] 

 

 

Table 3. Comparing the strengths and weaknesses of DNN architectures 
DNN model 

architecture 

Strengths Weaknesses Comparative analysis Connected 

references 

MobileNet 

(MobileNetV2) 

Optimized for limited 

computing power devices; 

efficient and speedy; 

computation reduction 

Lower accuracy compared 

to other CNN models; 

performance limited by 

hardware capabilities; width 

and resolution multipliers 

may require trial and error 

to optimize 

Excels in efficiency and speed 

but sacrifices some accuracy 

when compared to other models 

[32], [33], 

[36][39], 

[60] 

ResNet (ResNet50, 

ResNet152V2) 

Deep network with larger 

number of layers for 

complex feature learning; 

uses skip connections to 

prevent vanishing gradient 

problem. 

Complex network; resource-

intensive. Overfitting risk; 

regularization essential 

Stands out for its deep network 

and skip connections but faces 

challenges with complexity and 

resource usage when compared 

with MobileNet 

[18], [23], 

[40][42], 

[59][61], 

[69], 

[71][74] 

Inception 

(InceptionV3, 

InceptionResNetV2) 

Efficient computation 

with varied filter sizes for 

accuracy 

Difficult to train and fine-

tuning; Loss of image 

details; demands high 

memory for RCE 

Offers efficient computation 

and versatility but at the cost of 

potential difficulties in training 

and high memory demands than 

MobileNet 

[18], [40], 

[45], [46], 

[60], [63], 

[75] 

DenseNet 

(DenseNet121) 

Dense connectivity 

improves network flow 

and gradient flow; fewer 

parameters - memory 

efficiency 

High computational cost; 

potential to accuracy loss 

Effective but higher memory 

consumption and computational 

cost 

Compared to MobileNet and 

EfficienetNet (B0 and B1) 

[29], [47], 

[60], [72], 

[75], 

EfficientNet 

(EfficientNetB0-

EfficientNetB7 

Efficient and Fast; highly 

Accurate; versatile 

Architecture 

complex architecture EfficientNet demonstrates 

efficiency, speed, and accuracy, 

but it has complex architecture 

[34], [48] 

 

 

Each optimization technique has its own advantages and disadvantages. The appropriate 

optimization technique depends on the specific task requirements and trade-offs between different factors. 

Therefore, choosing the right optimization technique is essential to achieve improved performance, reduced 

model size and faster inference for DNN deployment on RCE devices. The combination of depthwise 

separable convolution, weight quantization, and pruning techniques can be considered as a promising 

approach to address the challenges of model size, inference speed, and memory footprint on RCE devices. 

Depthwise separable convolution can simplify the model structure and increase inference speed by 

factorizing the standard convolution. Weight quantization can further reduce memory usage by representing 

the model weights using fewer bits. However, this may come at the cost of some reduction in model 

https://keras.io/api/applications/mobilenet
https://keras.io/api/applications/resnet/#resnet50-function
https://keras.io/api/applications/inceptionv3
https://keras.io/api/applications/inceptionresnetv2
https://keras.io/api/applications/densenet/#densenet121-function
https://keras.io/api/applications/efficientnet/#efficientnetb1-function
https://keras.io/api/applications/efficientnet/#efficientnetb1-function
https://keras.io/api/applications/efficientnet/#efficientnetb1-function
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accuracy. Pruning can also help reduce model size by removing redundant connections and weights. By 

taking these factors into account, future research can develop efficient and effective DNN models for image 

classification on RCE devices. 

Concurrently, sections 3 of this paper presents DNN models which utilizing the said optimization 

techniques for image classification towards RCE devices. The DNN model ResNet employs skip connections 

and residual blocks to get around the vanishing gradient issue where as DenseNet uses concatenation for 

layers. MobileNet models employs depthwise separable convolutions to reduce the model size where as a 

small-scale variant called EfficientNet manages to preserve a modest model size and minimal computing cost 

while achieving great accuracy. The Table 3 compares the strengths and weaknesses of the different DNN 

models for image classification on RCE. MobileNet is optimized for limited computing power devices and is 

efficient and speedy but has lower accuracy compared to other DNN models. ResNet50 and ResNet152V2 

are state-of-the-art image classification models with deep networks but are complex and resource-intensive. 

InceptionV3 and InceptionResNetV2 are efficient in computation with varied filter sizes but are difficult to 

train and fine-tune. DenseNet121 has fewer parameters and is memory efficient but has high memory 

consumption and computational cost. Finally, EfficientNetB0, B1, and B7 are efficient, fast, and highly 

accurate with a versatile architecture. 

The subsequent Table 4 demonstrates the deployment information of the state-of-the-art DNN 

models for image classification with ImageNet [76] dataset in Keras deep learning platform [35], including 

evaluation matrix, accuracy and efficiency (memory and inference time). Each model has designed to 

maintain a compromise between accuracy, model size, and the time required for inference. The most accurate 

models, such as EfficientNetB7 and InceptionResNetV2, achieve high accuracy (84.30% and 80.30%), 

meaning the percentage of images for which the model correctly identifies the main object, but have a large 

model size (256 MB and 215 MB) and a long time per inference step (1,579 ms and 130 ms). These models 

are computationally intensive and require a significant amount of memory and processing power (heavy-

weight models). On the other hand, models with lower accuracy (light-weight models) such as MobileNet 

and EfficientNetB0 (70.4% and 77.1%), have smaller model sizes (16 MB and 29 MB) and shorter inference 

times (22.6 ms and 46 ms). These models are optimized for RCEs where computational resources are limited. 

However, they sacrifice some accuracy in order to achieve faster inference times and a smaller memory 

utilization. 

Table 4 highlights that DNN models, the EfficientNet architecture, which is made to have great 

accuracy with less processing than other models. The EfficientNet’s compound scaling method scales the 

network's depth, width, and resolution uniformly while maintaining the computing budget. In order to be 

deployed on RCE devices, EfficientNetB1 is a small-scale variant that achieves excellent accuracy while 

preserving a small model size and affordable computational cost. Table 4 highlights EfficientNetB1's 

efficiency in terms of speed and memory usage and high accuracy. Therefore, using EfficientNetB1 as a 

reference model to propose a new model for DNN deployment on RCE is a suitable choice given its high 

accuracy and efficient design. 

 

 

Table 4. Comparison of DNN models’ deployment for image classification for ImageNet dataset in terms of 

evaluation matrix model size, inference time and accuracy 
DNN models Model size (MB) Inference time (ms) Accuracy (%) 

MobileNet 16 23 70.4 

EfficientNetB0 29 46 77.1 

EfficientNetB1 31 60 79.1 

DenseNet121 33 77 75.0 

InceptionV3 92 42 77.9 

ResNet50 98 58 74.9 

InceptionResNetV2 215 130 80.3 

ResNet152V2 232 108 78.0 

EfficientNetB7 256 1,579 84.3 

Source: depicted from [35] 

 

 

4. CONCLUSION 

This article provides a comprehensive exploration of the optimization techniques and connected 

DNN models related to deploying DNNs in RCEs with a specific focus on image classification applications. 

RCE devices offer tremendous potential for DNN applications, but their limited resources present unique 

challenges. The paper analyzed a wide range of optimization techniques, from network pruning to weight 

quantization, knowledge distillation, depthwise separable convolution, and more. Each technique was 

discussed in terms of its attributes, usability, strengths and weaknesses, highlighting the need for a strategic 
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integration of these methods to address the requirements of RCE deployment. The article further discussed 

the optimization models, including ResNet, MobileNet, InceptionNet, DenseNet, and EfficientNet with their 

variations. These models were analyzed for their suitability in RCE scenarios, considering factors such as 

computational efficiency, model size, memory usage, and accuracy. The analysis from Table 4 shows that 

among these models, EfficientNetB1 emerged as the strong candidate due to its balance of efficiency and 

accuracy. The article aligns with its research title by emphasizing the importance of optimizing DNNs for 

RCEs and presents a systematic view of the available techniques and models to achieve this goal.  

It highlights the critical role of careful selection and integration of optimization techniques and models, 

depending on the specific demands of the deployment scenario. The process of analyzing the challenges of 

using DNNs on RCE devices, analyzing optimization techniques, and reviewing DNN models presented 

important insights. For effective DNN deployment on RCEs, the suggested approach of combining depthwise 

separable convolution, weight quantization, and pruning approaches shows promise. Furthermore, the 

recommendation to use EfficientNetB1 as a benchmark model for future research offers academics and 

practitioners a useful road map for creating efficient DNNs for image classification in resource-constrained 

settings. Furthermore, this study has identified a critical research gap concerning the absence of optimization 

models precisely tailored for DNNs in RCEs for image classification. Despite the existence of optimization 

models, they fall short in adequately addressing the unique constraints and limitations inherent in RCEs, 

including restricted memory and processing power. Consequently, the development of optimization models 

becomes imperative, ones that can effectively balance accuracy, computational complexity, and memory 

utilization to facilitate high-quality image classification on RCEs. 

Moving forward, future optimization models should specifically target these identified performance 

objectives. The aim would be to achieve a minimum accuracy threshold of 80%, all while keeping memory 

utilization below 16 megabytes. These objectives align precisely with the specific constraints prevalent in 

RCEs. Addressing this research gap not only contributes to the advancement of optimization techniques but 

also ensures the practical applicability of DNNs in real-world scenarios characterized by resource constraints. 

The next step in this research involves the development of a DNN model that incorporates the four identified 

techniques(depthwise separable convolution, weight quantization, and pruning) into the EfficientNetB1 

architecture. This novel model is strategically designed to strike a balance between accuracy and efficiency, 

with a specific focus on addressing the challenges posed by RCEs. The effectiveness of the proposed model 

will be assessed through a comprehensive evaluation, benchmarking its performance against existing models 

such shown in Table 4. This step aims not only to advance the field of DNN optimization but also to provide 

a practical and efficient solution tailored for image classification in RCEs. 
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