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 Typically, a single method is employed in machine learning (ML) based 

intrusion detection to identify intrusion information. However, this approach 

lacks flexibility, has a low detection rate, and struggles to handle high-
dimensional data. Consequently, it is not efficient in addressing these 

challenges. This study proposes a new intrusion detection architecture that 

utilizes Spark and ensures resilient data dissemination across the platform to 

improve its effectiveness. It consists of preprocessing module, a label 
encoder module, a feature extraction module, a classification module and a 

database module. The preprocessing module compresses information by 

utilizing the module for label encoding. This generates a lower-dimensional 

reconstruction and classification characteristic. The database module has the 
capability to store the compressed characteristics of all traffic. This enables 

the classifier to be tested and then returns these features back into the 

original traffic, facilitating retraining. In order to evaluate the efficacy of the 

framework, simulations were conducted using the CICIDS 2017 dataset to 
accurately replicate the network traffic. Based on the test findings, the 

accuracy of both multiclass and binary classification surpasses that of earlier 

studies. High precision was achieved for the traffic that was restored.  

The possible application of the proposed architecture for edge/fog networks 
is discussed in the conclusion. 
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1. INTRODUCTION 

The proliferation of internet users and the integration of devices into the network are seeing a 

significant and swift growth. As the number of people and devices connecting to this network increases, the 

volume of data generated and stored is experiencing exponential growth. However, there has been a 

simultaneous increase in the number of cyber attacks [1] targeting the network and data storage. This results 

in the development of many techniques for identifying and responding promptly to unwanted actions and 

incidents occurring within the network. We introduce an intrusion detection system (IDS) [2] that 

incorporates a Spark resilient-inspired detector and response mechanisms. Due to the rapid and significant 

rise in the number of internet users, there has been a corresponding increase in the frequency of targeted 

attacks on the internet. Most attacks occur by exploiting vulnerabilities in unpatched programs of the 

operating system. According to the report [3], the prevalence of malware rose from 1 in 244 in 2014 to 1 in 

131 by 2020. The national vulnerability database contains statistics on software vulnerabilities [4].  

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 33, No. 2, February 2024: 1235-1242 

1236 

The programs with the most vulnerabilities are stated in [5]. Furthermore, there was a substantial rise in 

email malware, in addition to the vulnerabilities present throughout the entire system. Hence, the detection 

and response engines possess the capability to identify the constituents of networks. 

Cyber attacks are crucial in causing instability and posing risks for the economic stability of a 

nation. According to the economic times [6], there was a greater than 20% loss in revenue in India during the 

year 2016. A total of $209 million was repaid to ransomware hackers at the beginning of 2016 [7]. So, from a 

financial viewpoint, it is essential that the network, as well as the data within it, be protected with the least 

chance of being compromised. This implies the use of the detection and response system for the network. 

The majority of the latest research in IDS [8] is constructed using machine learning (ML) and other soft 

computing methods [9]. These systems require a lot of computational power, and their analysis can be slow; 

consequently, they are rarely applied to a real network. It is therefore difficult to identify intrusions in real-

time. A system that is based on learning can be influenced by external influences from an attacker. 

The most recent findings from research have identified the following issues to be further considered 

for investigation: 

 Do learning-based IDS remain safe? Does it have any chance that an attacker could affect the external 

learning behavior that an IDS is able to perform? Does the result of classification by the IDS be affected 

by the course of time? 

 Could attack detection be modeled in a more efficient way to create a beautiful and efficient system by 

drawing an inspiration from nature? Could new detection systems be quickly integrated in the overall 

system? Can the system be scalable? 

 What are the potential living organisms in the world that can be considered for designing an IDS’s 

response system? Can the approach be used to enhance performance of the IDS response systems? 

 Can we achieve the retrieval of data from an attack on a network? 

The paper’s contribution is to examine the sturdiness of ML against manipulated data, and then to 

explore the possibilities of designing a system for intrusion detection as well as an attack response system 

that can be capable of surviving various attacks, and also perform a reliable backing up and recovering data 

that can be scalable and be executed without human intervention: 

 To determine the possibility that a ML-based IDS is able to fail, you can use poisoned instances. 

 In order to design a SparkML method of responding to an IDS. 

 To design a vector assembler method called chi2 extratree classifier to extract the characteristics from 

data and data recovery, as an extended response to an IDS developed for the second goal. 

 Analyze the proposed technique in different scenarios of an adversarial attack. 

 

 

2. RELATED WORK 

Al-Janabi and Saeed [10] proposed an intrusion detection model employing BPANN to distinguish 

abnormal network traffic from normal traffic. It achieved a precision of around 93%. Meng [11] the 

algorithm was suggested as an anomaly detection technique that was based on the algorithm of decision trees 

and compared its performance against artificial neural networks and support vector machines, as well as other 

methods of decision trees. After analysis of the results, it was concluded that the proposed method is superior 

to others. It was also discovered that the detection rates of attacks using R2L and U2R are high, while the 

detection rates of the most frequent attacks, such as denial of service (DoS) and probing attack (Probe), are 

very low. Therefore, this algorithm is only suitable to detect low-frequency attacks. Gadal et al. [12] 

suggested an anomaly detection model, which is hybrid since it incorporates the clustering process and also 

methods for classification. In order to cluster, k-mean clustering techniques are utilized, as well as sequential 

minimal optimization (SMO) to classify. The analysis results are better when it is a hybrid. 

Ibrahim et al. [13] a model for intrusion detection was proposed that is based on methods of ML like 

C5, multilayer perception (MLP), and Naive Bayes (NB). By using these ML techniques, a multilevel 

classification tool is created. In each level, various techniques for classification are used, and at each level, only 

one attack is classified. The analysis results show that multilevel methods have greater accuracy in detecting than 

one technique. Numerous ML techniques can be used to decrease the false alarm rate for IDS based on anomalies. 

Feng et al. [14] utilized extreme learning machines (ELMs) together with models that combine 

several other techniques for ML. Each model has distinct strengths and weaknesses, and general detection 

rates are growing. In comparison to other models, ELM equipped with support vector machine (SVM) 

surpasses the good detection rate in separating information flow in networks as normal and abnormal packets.  

Horng et al. [15] a system for intrusion detection was suggested that is based on clustering and 

classification methods. The BIRCH algorithm is used for clustering, and for clustering SVMs are used. The 

results of the analysis show a higher accuracy of around 96%, and the false alarm rate is 0.7%. 
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Research has proposed many methods for IDS working with ML [16] and deep learning [17] models 

with knowledge discovery databases (KDD) Cup 1999 and CICIDS 2017 datasets. Recently, as the data has 

grown to massive amounts, big data techniques have been introduced to work on the intrusion with massive 

amounts of data. The authors implemented the models with Spark-enabled methods. The research work needs 

to progress in Spark ML with classification algorithms using Pyspark for efficient results. With the challenge 

of large-volume and high-dimensional data, though there are many ways to use unsupervised learning to 

detect network intrusions that have been proposed in recent times, some are still prone to weaknesses and 

issues. The predictions derived from high-dimensional learning contain duplicate features, which can reduce 

the accuracy of classifications in the raw dataset. 
 

2.1.  Novel perspective 
We are committed to develop an efficient method for generalization and classification. The main 

challenge today is to protect users from the security threats [18] on internet. IDS are among the security tools 

readily available to detect potential attackers on networks or hosts. The model has been created by using the 

robust data distribution technique of Spark and similar methods of ML with the chi2 extra tree classifier, 

which allows feature extraction using the vector assembler method for performance. The contamination is 

caused by anomaly detection by intelligent IDS using the label encoder construction error as a metric to 

measure anomaly discovery. It uses the NSL-KDD [19] to evaluate the effectiveness of the model by using 

both test and training temporal metrics datasets to evaluate performance, as well as maintaining an 

unchanging detection environment and reducing the level of contamination in the training data. 

 

 

3. PROPOSED METHOD 

The proposed framework is discussed in this article. The IDS is composed of the following 

elements, preprocessing module [20], label encoder module, feature extraction module, classification 

modules including database module. They are all kept in order to create an effective intrusion detection 

framework. It is extremely accurate and has minimal training complexity. 
 

3.1.  Workflow 
We will discuss each module of the framework individually with the role; 

 Preprocessing module: analyzed in a specified method to get the raw data. 

 Label encoder module: the module is made up of a feature selection model that analyzes the data, 

eliminates the features that are not important to the dataset, and extracts the low-dimensional features that 

are reconstructed. 

 Feature extraction module: this module mostly employs supervised algorithms to classify elements, detect 

pattern that could trigger attacks, and decide whether or not a warning is issued in response to the 

findings. 

 Classification module: classify traffic, decide if an attack is taking place, and whether or not a warning is 

issued according to the outcomes. 
 

3.2.  Classification models 

The classification module employed random forest (RF) [21], [22] for its primary algorithm.  

In order to evaluate the effectiveness of RF, we used decision trees (DT) in the initial stage. The lower the 

value, you will get more attributes and therefore more purity. Following division of this set, we choose the 

sub attribute with the lowest Gini index [23]. Classification and regression trees (CART) make its Gini 

coefficient lower with each iteration as shown in (1) and (2). 
 

𝐺𝑖𝑛𝑖(𝐷) = 1 − ∑ (
|𝐶𝑘|

|𝐷|
)
2

𝐾
𝑘=1  (1) 

 

𝐺𝑖𝑛𝑖(𝐷, 𝐴) = ∑
|𝐷𝑖|

|𝐷|
𝐺𝑖𝑛𝑖(𝐷𝑖)

𝑛
𝑖=1  (2) 

 

 

4. EXPERIMENTAL RESULTS 

4.1.  Attack class 

Probe: an attacker may be able to scan networks to obtain information and vulnerabilities. Security 

measures are scanned and abused using a network map. Attacks on probes can compromise the computer’s 

functioning features. Probe attacks are one of the top attacks, e.g., portsweep, ipsweep, Nmap, and the Satan [24]. 

DoS: is an attack in the course of which an adversary sends an avalanche of requests for traffic [25] at  

a system in order to create the memory or computing resource that is too busy or full to manage legitimate 
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requests. In the process, it blocks authentic customer access to a PC. Bouyeddou et al. [26] is a DoS attack 

that targets computer such as Neptune, Neptune’s back pod, teardrop or land. CICIDS 2017 dataset [27]: the 

majority of current datasets are insufficient and outdated (some frequently used to evaluate intrusion 

detection include KDD’99 [28] as well as KDD-NSL). Some of them aren’t as diverse and have a large 

volume of data to encompass a variety of known threats, while others hide the payload of packets and don’t 

reflect current trends. Figure 1 illustrates the workflow of proposed model. 
 

 

 
 

Figure 1. Workflow model 
 
 

To prepare the dataset for processing, the NSL-KDD dataset is used, which comes from KDD’99. 

The dataset comprises two parts: the training set as and the testing set. First, we need to allocate columns 

names for the set, and then look them up. This can help us identify the steps to be taken prior to processing 

for data to ensure it is suitable to be used for training. Each attack is recorded for the training sets and the 

percentage of each class being consistent with its type is noted. A similar procedure is used in the data for 

testing. Figure 2 represents the dataset with feature and target variables required for testing. The next step is 

to scale the attributes before encoding them. Figure 3 describes the port connectivity using Spark session 

builder for better performance. 

 

 

 
 

Figure 2. Dataset with feature and target variables 
 

 

 
 

Figure 3. Spark session builder with port connectivity 

 

 

4.2.  Encoding of categorical attributes 
To encode categorical attributes, all text information in the datasets illustrated in Figure 4 is 

converted into numerical data represented in Figure 5 followed by Figure 6 which shows preprocessing of 
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data with best features. The data is recognized by many models which eliminates the features that are not 

important using label encoder. Encoded text is replaced with column values that contain categorical text.  

A class column can be created by inserting the encoded text for the class. It is used for building data for 

different classifiers. 
 

 

 
 

Figure 4. Dataset with object categorical columns 
 

 

 
 

Figure 5. Label encoder applied on the dataset parameters converted to numeric elements 
 

 

 
 

Figure 6. Pre processing of data with best features 
 

 

4.2.1. Feature selection 

A technique called feature selection is utilized. ML is a method of reducing the number and size of 

features made possible by predictive analytics. There are many options for selecting features, the most 

pertinent feature in selecting data is shown in Figure 7. In this study, the wrapper technique [29] will be used 

for feature selection [30] as illustrated in Figure 7(a), and complete dataset is been break down to feature 

variables and targeted variables as shown in Figure 7(b). 
 

 

  
(a) (b) 

 

Figure 7. The most pertinent feature in selecting data (a) spark enabled feature and (b) feature variables and 

targeted variables 
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4.2.2. Building models 
The models are built using classification algorithms. Then, we present the robust Spark model using 

PySpark [31], [32] that yields accurate results when implementing the vector assembler techniques that create 

feature variables into one list, with all parameters in only one column. The column that is targeted as a 

separate list is then stored as a two-column dataset. The machine library MLlib is implemented, and the 

corresponding accuracy and precision are determined. 

 

4.2.3. Results and analysis 

A comprehensive study was carried out based on the efficiency of several classifier models using 

Spark MLlib [33], [34]. A variety of evaluation parameters have been analyzed to determine the best one.  

The Figure 8 demonstrates the various feature variables with different scores that are generated using chi-

square model. Figure 9 depicts performance of different ML models with respect to different parameters. 

Figure 9(a)represents different values of accuracy and precision of ML models under Spark resilient 

distribution and Figure 9(b) shows the sensitivity and specificity of different ML models. 

 

 

 
 

Figure 8. Feature variables with different scores generated from chi-square models 

 

 

  
(a) (b) 

 

Figure 9. Depicts performance of different ML models with respect to different parameters (a) accuracy and 

precision results of ML models and (b) sensitivity and specificity results from the models 

 

 

5. CONCLUSION 

The KDD-Cup99 dataset was once considered the standard dataset for intrusion detection. However, 

due to significant changes in both network architecture and attack patterns, the CICIDS 2017 dataset has now 

emerged as the new benchmark. Hence, it can be employed to identify attacks that exploit the existing 
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network conditions. The utilization of Spark MLlib, a technology that employs distributed data processing 

and is resilient to errors, produced effective outcomes in identifying abnormalities. The experimental results 

demonstrate that the suggested approach is capable of constructing an intrusion detection model that exhibits 

a high detection rate, high precision, and a low false positive rate. Subsequently, the following action is 

extracting real-time data packets from the network and subjecting them to examination using the preclassified 

training data. Given the acquired results, this research has the potential to be extended to include host-based 

IDS or analysis at a specific application layer. 
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