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Abstract 
This paper summarizes some results of network calculus. It derives the bounds on end-to-end 

delay and effective bandwidth by network based on leaky bucket regulators. The simulation results show 
that the network calculus is a good fit for calculating end-to-end delay. And it provides effective control, 
scheduling and management in the integration network conditions in the following step.  
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1. Introduction  

Generalized Processor Sharing (GPS) is a kind of ideal type, continuous work of the fair 
scheduling strategy, put forward by Parekh and Gall anger [1]; because GPS provides a method 
in response to different service requests. So GPS becomes a research hotspot in the 
guaranteed service [2] network. Network calculus, a kind of new network system performance 
quantitative analysis, is important and effective as a teaching tool. Compared with the traditional 
method of queuing theory [3], the biggest advantage of network calculus is that it can provide 
network queue with deterministic analysis [4]. In this paper, we have deduced the upper bounds 
of delay and bandwidth efficient frontier based on GPS model by using network calculus theory, 
and established a series of upper bounds of the statistical model which suit for time delay 
performance of converged network. So, researching end-to-end converged network time delay 
performance based on network calculus has very important theoretical and practical value [4, 5]. 

 
 

2．Relevant Theoretical Knowledge 
2.1. GPS System 

GPS, Generalized Processor Sharing, is the basis of fair class scheduling algorithm and 
provides a guarantee to bandwidth allocation fairness. GPS is a scheduling algorithm based on 
continuous work. A GPS server is through the positive number parameters 1 2, , , N    said 

and the server is at a fixed rate for continuous work. Let  ,A t t  be the quality of service 

obtained by the flow I during a time interval  ,t t  .The GPS model defines the flow i  which is 

transmitted during the time interval  ,t t   as follows [1]: 
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 The GPS algorithm has the following features: 

a) Flow i  can get a stable service rate and avoid being influenced by other business 
flows during the process of re-transmission when the average speed of the 
business flow i  is greater than its guaranteed rate; 

b) After the packet queue in buffer, the delay of the packet is defined by the maximum 
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length of the business flow, because each queen is using the FCFS strategy, has 
nothing to do with business flow and grouping. 

 
2.2. Network Calculus  

Statistical network calculus is based on deterministic network calculus. Usually network 
business can tolerate a certain degree of data loss and delay[6].Through the statistical network 
calculus, we can make a better use of the network service so as improve the utilization ratio of 
resources and reflect the capabilities of the dynamic and integrated services of the network. The 
network calculus use cumulative function to define arrival process, service process and leave 

process. Ddfine  A t as arrival process, *( )A t as leave process and  S t as the service process 

of the nodes. Here is the basis of statistical network calculus which is used in this paper [7]. 
Definition 1. The Min-plus Convolution: The Min-plus convolution operation of functions 

f and g is: 

 

  
    

0
inf   0 

0,                                 0 
s t

f t s g s t
f g t

t
 

     
  

 

Definition 2. Random arrival envelopes: If the cumulative flow  ,A t t   in any time 

interval  ,t t  satisfies the following relationship: 

 

    , 1P A t t       
 

 

Call    the statistical traffic envelope of the flow process, and call   the biggest break 

probability. 

Definition 3. Effective service curve: Given a cumulative function  A t in traffic, if the 

output function  D t of the traffic satisfies the following relationship: 

 

     1P D t A t    
 

 

Say  t is the effective service curve which is provided by traffic flow  A t  

Unlike service curve, the effective service curve is corresponding to the probabilistic 
lower bound of the network system service capacity.Therefore,it can describe the residual 
service capacity resulted from the random variations of other coexistence data flow. Whether 
the effective service curve can be used in statistical analysis of network service performances 
mainly depends on the availability of the equivalent model of the network. 

Theorem 1 node series theorem: In a serial system containing n  nodes, if 

     1 2, , , Nt t t   are the arrival curve of the nodes respectively, the end-to-end effective 

service curve is [8]: 
 

1 2 N        

 
 
3．The Analysis of the End-to-end Delay 

The total delay of GPS system based on leaky bucket model is d d l   [9], where

d is the variable delay(also called the delay jitter).It mainly includes the delay when business 
flow passes through the leaky bucket regulator and the waiting delay of the business flow in the 
GPS system buffer. While l  is the fixed delay which is mainly for the GPS system scheduling 
forward delay. 

(1) Delay jitter 
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Nowadays, the business flow is usually controlled by a leaky bucket regulator. The 

arrival curve controlled by the leaky bucket regulator is  t and its delay jitter is  ,d A  . So 

we can draw that the delay jitter is equal to the waiting delay of the data flow in the buffer of the 
GPS system. 

According to the definition of the GPS system: 
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Next, let session i be used as a investigation object, we can know that: 
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Simultaneous above three formulas: 
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The waiting delay of session i in the buffer is defined in the above formula. That is the 
upper bound of delay jitter of the GPS system based on leaky bucket regulator. 

(2) Delay 

If l is for the fixed delay of the GPS system, the total delay will be: 
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4. The Improvement on the Upper Bounds of End-to-end Statistical Delays 
There are usually two ways to analyze the service performance of the data flow in the 

end-to-end network. The first one is that we calculate the upper bound of service performance 
of each node according to the corresponding relations between output and input of the adjacent 
nodes, and then put them together as the result of the end-to-end delay; The second one is that 
we use the same method to calculate the statistical upper bound of end-to-end service 
performance according to the tandem equivalence of several service node model [10]. 

In this paper, we adopt the format of the serial cascade, which can be easily extended 
from a single node delay boundary to the end-to-end delay boundary. In this case, the upper 
bound of the end-to-end delay can be concluded based on this theory: 
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5. Results and Analysis of the Simulation 

In the end-to-end network, the number of data sources remains the same, and the 
scheduling queue in the cache is fixed. Comparing with the delay which has not been improved 
through the simulation, we can examine the effects of the corresponding parameters on the 
delay boundary of network. 

Next, we calculate the relationships among the upper bounds d  of the end-to-end 
statistical delay, the length of the leaky bucket b  and the weight  of the GPS model. 

 

 
Figure 1. The Relationship of Upper Bound of the Delay, Weight and the Length of Leaky 

Bucket 
  
 

From the Figure 1, the self-similar traffic will decrease with the increase of   which is 

the GPS weight and the decrease of the length of leaky bucket.Therefore, according to the 
characteristics of traffic based on this feature, we can reduce the length of the leaky bucket to 
reduce the end-to-end delay under the premise of meet the data in the backlog. Then we can 
further reduce the bandwidth for the business flow to achieve the purpose of network 
optimization. 

 
 

6.  Conclusion 
In this paper, we use the network calculus theory to study the behavior of GPS system 

based on leaky bucket regulator and deduce the statistical delay upper bound of the GPS 
system. Under normal circumstances, the network provides bandwidth according to the 
maximum rate of the data flow; this will make the network to optimization and cause waste of 
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resources. And this article, by analyzing end-to-end delay, can provide important theoretical 
basis for the allocation of the network bandwidth. 
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